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ABSTRACT

Software development for the Network Front-End Processor'(NFEP),vat ECMWF is aimlng
to achleve a maximum of manufacturer 1ndependency for connectlng to ECMWF's
malnframes or for connectlng from ECMWF to ‘the out51de world In deflnlng

such an "open" network archltecture 1nternatlonal standards - as far as avallable

- and recent developments have been followed up closely. Some expected benefits
are eff1c1ent and rellable data transfers,hlgh llnes utlllsatlon, problem sulted

recovery procedures and flex1blllty towards future enhancements

1. ‘The ECMWF Environment

The European Centre for Medlum Range Weather Forecasts (ECMWF) 1s an 1nter—‘
governmental organlsatlon w1th 17 Member States It was founded in 1975 1nkv.ﬁ
recognltlon of the advantages that rellable medlum—range (up to 10 days)
weather forecasts would brlng for the economy and in recognltlon of the con—
s1derable computing resources necessary for such tasks, especrally 1f done ln

a daily, operational manner.

In consequence, he’Centre haswinstalled‘a,CRAY—l‘front—ended by a CDC/Cyber 175,
(the FE) ; : ‘ N P P : , , :

Forecasts are produced on a S—day’per week operational basis since August 1979,

and on a 7-day per week basis since August 1980.

2.  The Telecommunications Aspect

The use of telecommunications enables the Centre to

a)v . . acquire observational meteorological data
b) disseminate its forecast results
c) make its mainframes accessible to Member States via RJE

Meteorological observations are continuously taken on a world-wide basis,

prepared. into bulletins and distributed over a world-wide network set up by
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the World Meteorological Organisation. The Centre is.not directly taking part
in this network but receives the data on-line from the United Kingdom

Meteorological Office.

The daily operational forecasting cycle at ECMWF starts at a fixeditime‘every
evening using the operational data already received. The resultingkforecasting
products in numeric grid-point format beccme available at quarter hour intervals
as the computation progresses. They are arranged in files consisting of

"fields" per individual Member State and distributed.

Member States may submlt jobs to the Centre, and receive thelr output back
(RJE) .  This facility is normally used during the day tlme. Remote 1nteract1ve

access to the Centre's malnframes is not prov1ded.

Analysis showed that a star-network would be the best solutlon. The network
will ultimately comprise 17 leased pOint—to—p01nt connections worklng at 24OOT
or 4800 bits per second (bps). These lines are 1mplemented ln a phased way
from 1979 to 1984. Member States whose lines were due for 1980 or later
had been given the optlon of an 1nter1m low speed connectlon. Over these
telegraphic circuits forecasting products are dlstrlbuted RJE is not allowed,’
The current configuratlon consists of elght low speed telegraph lines (Spain,’
Yugoslavia, Turkey, Italy, France, Greece, Portugal and the Netherlands) and ’
four X25 connectlons (United Kingdom, Sweden, Germany and Denmark Ireland and

France are under 1mplementat10n)

One of the major con51deratlons in the design of the telecommunications at
ECMWF was that the European Postal Administratlon prov1ded medlum speed CerultS‘
on condition that the transmission protocols would be CCITT's X25. This would
allow a future change to public packet switching services.

: : r ’ . |
The decision to use layered data transmission protocols followed. A dedicated
Network Front-End Processocr (NFEP) should handle all remote communications. Its
interface to the FE (the Host Interface) was the most critical aspect of the

project.

The NFEP was to be the first non CDC machine connected to the new CDC Host software
(INTERCOM 5). We decided to use a layered protocol approach to connect t6 the Host

in order to minimise the risk by ensuring that the layers were isolated.

The Host and Network interfaces were separated. This separation has the
advantages that the communication network availability was -independent of the host;
and the communication processor is available independent of the network user

presence.



3. The Network Front-End Processor

3.1 The Hardware

The hardware is grouped around a Regnecentralen (RC) computer with 128K 24 bit
words and two disk units of 33M bytes eacﬁ. An RC3500 together with a CDI 100
channel coupler serve the link to the Cyber 175. Two‘8301 peripheral processors
handle HDLC “{medium speed line) controllers, the asynchronous multiplexors, the
printer, card-reader and magnetic tape. See figure 1. The operator display is
integrated into a éonsole containing various patch and jack fields, instruments
for line and modem measurements and test pattern generation using a Data. Rnalyzer

and Oscilloscope.

3.2 Software Overview

The software of the NFEP was designed to completely separate the function of
driving the Network and . the Host. This" approach gave three major advantages
over CDC's solution. The first is that  the Network is no'longer :tightly
coupled to the availability of the Host; ‘the:seceond is’ that the communication
protocols of the terminals are independent of the Host confiquration and the

third, the NFEP is capable of automatic recovery in case of fatal error.

The CDC software is configured to logically support a number of HASP work-
stations while the Network supports a synchronous five and eight bit telegraph
terminals and X25 synchronous lines. = Extentions: to HASP, CDC. 'MODE 4., 'BISYNC
and other communication line protocols' are possible: without affecting the Host

interface.

To implement an independent front-end system while retaining the standard CDC
interfaces required that we use layered software processes. This approach led
to the use of the disc device to act as the functional separator or buffer

between the Host and Network interfaces.

3.2.1 Cyber Interface Layers

An early decision was taken to use the standard CDC interfaces available:
between the Cyber software (INTERCOM 5) and the CDC 2550 front end processor.
This decision allows us to operate a 2550 in parallel with the NFEP. Minor
modifications were made to the CDC drivers to implement auto recognition of the
NFEP. - This -was necessary to avoid loading and dumping the NFEP :from the Host.
Modifications were also made to allow transparent and non-transparent files to

be sent from the host on the same stream. Management. of files for the
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network was thus removed from the Host and placed in the NFEP.' The total

modifications allow the NFEP to be free standing.

The interface into the host software consists of separate modules or processes.

a)

b)

c)

W
.

a)

[y

The Channel Interface  (CI)

This module is located in the RG 3500 and allows the RC coupler to
appear functioﬁally similar to the CDC coupler.  The major consideration .

in using a separate computer was to avoid the problemfof interrupt

- thrashing. . This separation allows the Channel Interface to be cdmpletely :

independent of the NFEP and has the added advantage that the RC 8000

concentrates on delivering or receiving blocks of data.

The Block Flow Control Layer (BTI)

The BTI logically emulates the Cyber host trénsport protocol (1) .
The BTI interfaces to the CI over two high speed data channels. One
channel.is used for upline and the other for downline data blocks.:
The BTI-accepts both transparent and non-transparent data. .

The Front-end Application Layer (FAI)

The FAL accepts blocks of data from-the BTI, code converts the blocks

" if required. and routes them to disc to form files which are logically

suitable for transmission to the network. The FAI controls the
pseudo HASP terminals by automatically logging the terminals into the

host, and regulates the input and output streams depending on the state

‘of the disc. - The disc catalog is examined for files .suitable for

sending upline.

Network Interface Layers

Network Application Layers (NAI)

This layer consists of a File Transfer Interface and of a limited
Interactive Interface permitting messages to and from the Cyber console
operator and file (job) status enquiries. Files are transferred to and
from a Member State according to a File Transfer Protocol developed

in the Centre (2). It uses the services of b) or c) - see below - to
set up a logical link if not yet estabiished, then opens the file
transfer with the other end giving the attributes of the file and then
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b)

“e).

d)

passes "buffers" read from the disk as the entities to be transported
by b) or c). The receiving end works in a corresponding way. The
interactive message exchange is also based on b), but on a very simple,

informal, interim protocol.
End-to-End Transport Layer (EI)

This interface works towards the Member States according to an end-to-

end transport protocol. It receives from a) requests to establish or ter-
minate logical links ("liaisons")'and to transport variable length entities
("letters") safely to the other end. It fragments these entities intov ‘
smaller units in order to accommbdate.the needs of the underlying o
data transmission protocol. Tﬁe‘“letter"‘is normally logically

meaningful in the higher level a), e.g. the "buffer" in file transfers.

The Centre has chosen a simple subset of the IFIP proposal fér an end-

to-end protocol - see (3) and (4).
Terminal Transport Layer (TA)

This interface works towards. the Member States according to the
asynchronous telegraph protocols. It receives from a) requests to
establish and terminate logical links and to transport variable length
letters to the other end. It multiplexes interactive and batch

data to the terminal, and allows terminal control of file transfers.
Data Link Layer

This concerns the reliable transmission of smaller size data units
("frames" derived from the "“fragments" of b)) over a communication line;
CCITT's X25, level 2, LAP B is the interface on this level. As this is
not defined to work in point to point connections, we had to enhance the
definition (5). Connection to the modems use the V24 standard and

the modems work with modulation according to V26 and V27 standards.
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3.2.3 Software Organisation ’

The software organisation is given in figure 4
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Figure 4 : NFEP Software Organisation
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The term "interlocutor" is int.roduced to define the software (or on the
lower levels: Hardware) modules which handle an interface to a corresponding -
interlocutor in a topologically different system following the rules of a
certain protocol. The end-to-end interlocutor together with its lower leyers
comprises the "Transport Station" of . the NFEP. There are -some "central” -

modules with self-explanatory functions;w

The usage of the spooling disk facilitaees £he clear separation of the Cyber

and the Network interfaces. File transfers must be completed from one interface
side to the disk before the other interface side‘can take over. As the sustained
throughput rates of the disk system and of the FE-link are. qulte hlgh -

figure 5 - we do not expect considerable 1ncreases of file transfer delays by

this method. Interactive data is not spooled via the aisk. o

i Communication
= ~ lines, together
’ . NFEP | 192K bits/eec.
FE e ~, . 1o T
< > . ' 3
together 400K 3 : >
bits/sec. : : together 400K
R bits/sec.
4

Figure 5 : Sustained throughput rates

Consideration has been put ‘into the area of diagnostic facilities at the layer
to layer boundarles. The Network Trace module can trace the complete message
flow within the NFEP. This fac111ty has proved 1nvaluable in ass15t1ng Member

States setting up new lines or experrencrng dlfflcultles on an exrstlng link.

4, ECMWF's Network Protocols

4.1 The File Transfer Protocol (FTP)

This has been developed at ECMWF (2). The aim was-to providé for an efficient
procedure to transfer sequential files of a simpie strﬁcture‘which could be
mapped into the file structure of many computers. Apart from the file itself,
the only recognised structure is the "logical record" whlch can be of arbitrary
length. Files consist of one or more logical records. The FTP enables only

the active sending of a file, since the request.has to come from the sending end.



File transfers proceed by the sending of "Commands" in either direction.. The’

following table lists the available commands s’

CRET. REQUEST FILE TRANSFER

(File)  sender to receiver .

© CFT CONFIRMATION FILE TRANSFER
Receiver to sender (reply to RFT)
The RFT-CFT exchange marks the start or restart of a!

file transfer. -

LTR LETTER
' Sender to receiver.
BND - BOUNDARY -(marks start of a logical record, can contain a - -

- request for ACK)

Sender to receiver:

ACK ACKNOWLEDGEMENT
Receiver to sender
" (if required by BND)
' SPT ,l';’SUSPEND FILE TRANSFER

‘EFT . ..END FILE TRANSFER.

File data is only contained in LTR commands which contain g -"buffer" of data

of ‘up -to 640 characters.

File transfers are started by the sender issuing an RFT togethet with the> 
attributes for the file: the filename, the application type (e.g.bata Acquisition,
Remote Job) and possible restart point. The receiver would normally answer an
RFT request by sending a CFT. After receiving CFT, the sender could simply
continue and pass the file by sending its data in LTRs. New logical tecords

would start by a BND.

SFT or EFT can be issued dt any time by the sender or by the receiver and should
be confirmed by the other end with the same command. SFT permits a restart
of the file transfer after a delay while after an EFT exchange, the file is

irreversibly released at the sender's end as far as the receiver is concerned.

The asynchronous nature of SFT and EFT require the sender of a file to be

prepared to receive an unexpected command from the receiver.

Synchronisation between sender and receiver is achieved by using the underlying

end-to-end protocol which has the necessary flow control facilities. The ACK of
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the file transfer level is:intended to-allow "guaranteed" restart points:

("checkpoints") but a more thorough definition is required before introducing:it.:

RJE is handled via the FTP. Card-image and line-~image’' conventions follow -those
used in the CDC/Cyber under NOS/BE.. At ‘this very.high.:level a strong Cyber/
Cray dependency is the small price for the rather simple FTP and for the avoidance

of extensive data image restructuring at the NFEP level.

4.2 The End-to=End (Transport) Protocol (EEP)

This had been derived from IFIP efforts to define a standara end~to-end protocol
(4). It permits to establish "liaisons" bétween'applibation processes in
different systems and to exchange variable: length "letters" on .such liaisons
between them. A letter is any entity of the higher :level, input to the EEP for
transport to the other end. This means, for instance, that all Commands of the

FTP are letters in the sense of the EEP,

For the benefit of lower transmission levels; the transport protocol does not
transfer letters in their full length but spllts them into smaller size fragments.
These are preceded by end-to-end control lnformatlon for that partlcular llalson.
Control information can travel without a data fragment attached to it. The unit
of exchange between end-to-end interlocutors is the so-called Transport Command

{TS Command), given in “the:following figure:6

BITS o ©  OCTETS -
TEXT LENGTH V 16 | | 2
DéSfleNé;‘IQN ADDRﬁss 16 [ ‘ ; j4 "
SOURCE ADDRESS =~ =% e e [ R
’OP CODEv = ) Lo - LT 8 L :‘7:u
*GREDIT . , B (B T e

YOUR REFERENCE 8 | 9
MY REFERENCE 8 ‘ [ 10

' RESERVED FOR FUTURE USE Tt g [_—"_'—_ 11
FRAGMENT NUMBER &+ '~ s B s [12

TEXT

less or equal

116 octets max
‘ . ¢ nhran 1128

Figure 6 : General Format of a TS Command
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Destination and Source Address describe uniquely-the liaison -:i.e. whether- it

is a filq transfer and who is the sender of the file.

Op-Code describes the nature of this TS command according to:the following

possibilities:

LI-INIT Initialise a liaison (acknowledged by LI-INIT)

LI~-TERM ‘' Terminate a liaison (acknowledged by LI-TERM)

LI-LT . This is part of a "letter" and therefore contains data:in the. TEXT
field. '

LI-ACK >Acknowledgement to full:letter, but has also EEP status enquiry: functions.
to the other end.-

LI-NAK Negative Acknowledgement, retransmission starting from a certain letter:
is required. ' This can only be a:letter which has- not yet been

positively acknowledged.

One bit of the Op-Code (called R-bit) requests the other end to submit its status
via any feasible TS command-after processing the control information in the
TS—command.  We enhanced this facility and have status enquiry procedures:which

bring a liaison back into normal working condition after synchronisation problems.

FRAGMENT NUMBER provides sequential numeration .of fragments within a-letter and -
contains one bit to identify the last- fragment of a letter.

Over a liaison letters can generally flow in both directions, provided CREDIT
has been received from the other end: Each end sends letters numbered
sequentially in the MY REFERENCE-field.- Letters coming from - the other end are
acknowledged by putting their reference number into: the YOUR REFERENCE field of
TS commands emitted from this end. To permit the other end to send "n"

more létters, "n" would be put into the CREDIT field which therefore has a value

relative to the YOUR REFERENCE field.

The receiving end of a letter controls whether a letter can be received,.or
should be re-transmitted. ' The sending end starts enquiries if it cannot transmit

the letter by lack of credit,

Our EEP, in general, relies on the retention of the sequence of TS commands per
liaison by the lower transmission layers. : Loss of TS commands or their

duplication can be recovered.

The EEP gives the higher level a service which if properly used can-lead to

high sustained throughput rates over certain liaisons.
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4.3 The Development of ECMWF's Protocols from Selection and Definition to

Implementation

When we were selecting our protocols,’ ISO and CCITT had just agreed. on the:
HDLC/LAP B standard. Therefore, the decision for LAP B came quite naturally.

A difficult question was what to"do with X25, level 3. We were attracted by
the idea to incorporate this level into-the transport protocol but soon realised -
the difficulties. ‘These difficulties are described in (7). ‘Finally, we:realised-
we could not, with this approach, keep our options open with regard to later
selection of pérmanent virtual circuits versus virtual calls if a too close
correlation between transport liaisons and virtual calls was established. - We
have left out the packet level of X25 for.the time being.’ When we proceed to

the use of public packet switching services; we will implement this level:
between LAP B and our end-to-end protocol and confine-it. to-its pure:- network

related addressing and packet flow control functions.

Consequently, we chose the IFIP proposal for an internetwork end-to~end protocol, . -

often. referred ‘to as INWG. (Note 96). (3).as. our:transport end-to-end protocol. i
In its first edition, INWG 96 represented the result of a lot of practical
experience -"e.g. in the French Cyclades network. * At ECMWF, we 'cancelled the
datagram mode, reduced the'variety of operation codes but defined NAK usage -and ::
sophisticated the sendexr-receiver (of letters) relationship.

The latter means :that: for-each of the two directions of data transfer over a.
liaison,” the flow is. controlled by the receiving end whereas®the timers are :
controlled by the sending end. Our end~to-end protocol definition remained
quite stable during:the implementation phase, but the initialisation phase ‘and .

the static/dynamic port structure had to be defined in much more detail.

At the same time, the datagram/liaison mode controversy and the X25-based
transport protocol discussion influenced the INWG work on Note. 96 resulting -

in less and less elegant compromises. ™ For our:chosen definition new aspects did
not appear, and when the efforts on INWG 96 finally broke down, we were not -.

affected.

To select a file transfer protocol we started by. studying three proposals for
standardised file transfer, namely (8), (9) and (10). BAs we were aiming at
very efificient file transfers we wanted only a minimum of file attributes and
corresponding mapping functions. The FTP had to match the facilities provided

by our end-to-end protocol. Of..the"three proposals, Gien's protocol (8): had:
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probably the greatest»influence on us. We finally defined our own simple file
transfer protocol.‘ The FTP remained relatively stable during implementation;
Notable amendments are that transparency of data is now definable per loglcal
record instead of file, implementation dependent features have been removed,
and new SFT and EFT codes have been introduced. For instance, ltrprcved useful
for a file receiyer to have the pcssibility to end a’suspend—mode earlier than
" given at the SFT exchange. Also nseful was a new facility permitting the early
termlnatlon of a file transfer but keeping that file at the sender w1th a much
lower priority thereby enabling other file transfers to take place. The
definition of the file transfer protocoi ACK was not precise enough to show its
lntentlon to create "checkp01nts" during long file transfers. Implementors
could ea51ly mis-interpret it as a flow synchronlsatlon thereby just slowing
down file transfer speeds. At present, we are studying the checkp01nt problem
again; should the receiver be allowed to reject a checkpoint request, e.g.

if his operating system does not support the creation of checkpoints.

First practice has shown that EEP and FTP are fulfilling our expectations, i.e.

they are reliable, easy to dehug and’permit very‘good efficiency. .

This has encouraged us to go ahead with the lntroductlon of multlstreamlng of

files, 1 e.we allow several files in one dlrectlon in a multlplexed way betweenl.
a Member State and the Centre if the Member State's conflguratlon 1ncludes ‘
several concurrently running peripherals. When we started operatlons, only one‘
file transfer per direction was allowed to run 51multaneously but to remove thlS

restriction was'in‘ the full spirit of the EEP and its facilities.

5. Future Considerations

It has already been mentioned that level 3 of X25 would fit in smoothly between
LAP B and EEP handling. This makes it possible to judge, whenever we want to,
the economic trade—offs of switching certain or all of our links through a
public packet switching service. As our Member States will have to run the

same protocols as us, their situation in such a move will be similarly flexible.

We also have a medium-sized local network of alphanumeric, graphics and RJE
terminals which are connected to the CDC/Cyber via a 2550. We shall investigate
if and how all these terminals could be integrated via the NFEP. The RJE
terminals obviously have to follow our FIP, EEP and LAP B protocols. The

necessary software has been prcduced by SIA-Ganymede.
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However, the 1ntegratlon of alphanumerlc and p0551bly graphlcs termlnals would
requlre more 1nvest1gatlons which would centre about the provrsron of some

Virtual Termlnal Protocol (VTP), maybe based on our EEP

Our protocol structure would give us even flex1blllty towards appllcatlon to
application communlcatlon or remote data base direct access, etc., but at thls
stage, the Intercom lnterface from NFEP to CYBER would probably no longer allow

a mapping for such fa01llt1es.

We are also re- asse551ng w1th interest the protocols we selected from the
experience we get in us:.ng them, their Sllltablllty for future appllcatlons in

our network and how they relate to the ISO OSI attempts (11)
CONCLUSION ' - ' R R ’

The timetable for the 1mplementatlon of the ECMWF network requlred the selectlon
of protocols durlng a perlod of lntense 1nternatlonal efforts towards ‘
standardisation or towards flndlng the base for standardlsatlon. We tried to
choose advanced but solid protocols and are now galnlng encouraging experlences
with them. Qulte clearly, there 1s always a prlce to be pald. s1mpllc1ty -
usually the work at the hlgher level elther at sender or recelver must be more'h‘
elaborate: generallty - simple dedlcated termlnals with just one or two :

appllcatlons requlre the full protocol layer set-up.
The implementation of the NFEP as described in this paper was carried out by

the Ganymede division of SIA Limited on the basis of speCLflcatlons prepared by

ECMWF .
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