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Preface

The seventeenth meeting of Computing Representatives took place on 19–20 May 2005 at ECMWF. Twenty two
Member States and Co-operating States, plus the CTBTO, were represented. The list of attendees is given in annex 1.

The Head of the Computer Division (Isabella Weger) opened the meeting and welcomed representatives. She gave
a presentation on the current status of ECMWF’s computer service and plans for its development. Each Computing
Representative then gave a short presentation on their service and the use their staff make of ECMWF’s computer
facilities. Participants were also invited to report on their Disaster Recovery Systems, if any, and experience with
tape libraries. There were also presentations from ECMWF staff members on various specific developments in the
ECMWF systems. The full programme is given in Annex 2.

This report summarises each presentation. Part I contains ECMWF’s contributions and general discussions. Part II
contains Member States’ and Co-operating States’ contributions; all the reports were provided by the representa-
tives themselves.



Part I

ECMWF Staff contributions

and general discussions
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ECMWF Computing Service: Status and Plans — Isabella Weger, Head of Computer Division

Major activities over the past 12 months

• The migration from Phase 1 to Phase 3 of the IBM HPCF was completed in November 2004.

• Phase 3 of the IBM HPCF continues to provide an excellent service at a high level of availability, although we
are experiencing a higher level of Multi-Chip Module failures than other sites. This is under investigation.

• More improvements were made to job scheduling on the IBM HPCF, not only to take into account the increase
in the number of CPUs per node (from 8 in Phase 1 to 32 in Phase 3) but also to allow the reservation of nodes
for the forecast suite while maximising system utilisation (running Member States’ workload on the same
cluster as the Operational Suite).

• The migration from ecgate1 (SGI Origin) to the new IBM server ecgate was successfully completed in
September 2004.

It is providing a very stable service to Member State and Co-operating State users.

• A Gaseous Fire Suppression System was installed in the main computer hall and tape library. 

• A third Uninterruptible Power Supply machine was installed. 

• The Computer Building extension was started and is expected to be completed in the summer. 

• A survey of external users with interactive access to the ECMWF computing facilities was conducted in
February 2005
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ECMWF Computer Environment
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IBM HPCF - Phase 3

• 2 identical clusters: HPCC and HPCD

• Overall performance: 2.5 Tflops sustained

• HPCC

– Available from Dec.2004
– Usage profile: ECMWF operational suite & ECMWF research

• HPCD

– Available from Sept.2004
– Usage profile: Member States’ applications and research & ECMWF research
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Framework for MS time-critical applications

• The framework was discussed at last year’s TAC and approved by Council.

• There are 3 options:

1) Simple job submission monitored by the Centre:
• Enhancement of the “job submission under SMS control” facility
• Based on the ECaccess framework
• Service available to all registered users.

2) Member State SMS suites monitored by the Centre:
• Suitable for more complex applications with several tasks with interdependencies amongst them
• SMS suites developed according to technical guidelines to be provided by the Centre
• To be requested by the TAC representative of the relevant Member State.

3) Member State SMS suites managed by the Centre:
• Further enhancement of the previous option
• Application developed, tested and maintained by the MS
• It must be possible to test the application using ECMWF e-suite data
• MS suite handed over to ECMWF
• MS responsible for the migration of the application, ECMWF will monitor this suite
• ECMWF could provide first-level on-call support, while second-level support would be provided 

by the MS
• To be requested by the TAC representative of the relevant Member State.

• Current MS activities

– The NORLAMEPS system, which requires a “Targeted” version of ECMWF EPS to initialise their LAM,
has been implemented as “option 3” and has been running at ECMWF since February 2005.

– Recently, Italy asked the Centre to support the COSMO-LEPS suite and the IFS-EuroHRM-EuroLM suite
as “option 2”. The process of implementing them has started

– Finland has informally asked about the possibility of running a back-up version of their operational
HIRLAM model at ECMWF. 

• Technical guidelines to advise on the development of such suites are being written.

IBM HPCF - Phase 4

• The IBM contract will be extended to March 2009.

– Council decision, 61st session (December 2004).

• Two new “Phase 4 clusters” will replace the existing Phase 3 clusters in 2006 and deliver about twice their
performance.

• Overall performance of about 4.5 Tflops sustained  

– 2 identical clusters, consisting of p5-575+ SMP servers, connected by the pSeries High Performance
Switch (the exact number of nodes is not yet determined, as this is dependent on the results of the per-
formance test)

– about 50 TB of disk space per cluster.

• Each p5-575+ server will have: 

– 16 POWER5+ CPUs (8 dual-core chips)
– 32 GB of memory (a few will have 128 GB)
– The CPUs incorporate simultaneous multi-threading technology.

DHS

• The HPSS-based system continues to perform very well.

• All the Phase 3 equipment has been installed. Some of this equipment was installed in the Disaster Recovery
System building. 
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• The system currently consists of: 

– STK tape silos, 
– IBM p-Series p650 and p660 servers, 
– FAStT fibre-channel disks, 
– IBM 3592 tape drives for primary data storage and 
– LTO-2 tape drives for secondary (backup) data storage

• Phase 4 equipment will be installed later this year. 

• The ECFS migration started at the beginning of last year and was completed in November. 

• 165 TB of data in 10 million files residing on over 5000 tape cartridges were “back-archived” (i.e. transferred
from the old system to the new one). 

– The back-archiving is described in more detail in the latest edition of the ECMWF newsletter.

• Backup of ECFS data — please note:

– by default, no secondary (backup) copy is made of ECFS data (unlike on the old ECFS system).
– The user has to specify the  “-b” option on the “ecp” command to request that a secondary copy be made.

• HPSS upgrade to version 6 is likely later this year

– This is a major change that dispenses with the need to use DCE (Distributed Computing Environment). 
– As usual, we will perform the upgrade as transparently as possible, without any major downtime of the

DHS service.
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Servers and Desktops

• The desktop Linux systems are being upgraded to newer versions of the various system components (SUSE
9.1, KDE 3.2, VMware 4, Windows XP SP2, Office 2003, ...)

• All SGI Origin Servers  have been decommissioned.

• Following an ITT, a replacement Highly Available System for data acquisition, pre-processing and dissemi-
nation was installed in 4Q2004:

– 4 HP Integrity Servers, each with 4 1.5 GHz Itanium2 CPUs, 4 GB memory
– 1 HP Integrity Server with 2 1.5 GHz Itanium2 CPUs, 8 GB memory (development system)
– an EVA5000 Fibre Channel Disk Subsystem with ~3 TB usable disk space
– runs HP-UX 11 and HP Serviceguard to provide High Availability.

These values do not include the secondary (backup) copy of the most critical data.



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

Technical Memorandum No. 466 9

• The Linux Cluster is being gradually introduced into service.

– It is currently used to produce plots for the web and for printing. 
– It will be used for verification jobs soon. 

• ecgate has continued to provide a stable service:

– overall availability exceeds 99.7%
– cpu usage is roughly 35% of capacity.
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Web Service

• The ECMWF web servers continue to provide a stable and reliable service. New content includes:

– Monthly Forecast charts
– WMO EPS Meteograms 
– Web based Content Management System for News and Press Releases
– The addition of the interface to the Entity Management System to allow Computing Representatives to

register users

• The use of the ECMWF web site continues to increase. 

• The ratio of identified to anonymous users shows a significant increase, due to the addition of the web-only
self-registration for domains, since the introduction of the new web login last June.

Web Service — No. of identified users

2001 2002 2003 2004

Total number of page accesses by all users
(millions of pages/year)

4.08 8.09 10.9 13.6

Change compared with previous year (% increase) 11.8 98.0 35.0 25.2

Total number of page accesses by identified users
(millions of pages/year)

0.58 0.95 1.56 2.02

Change compared with previous year (% increase) 134.4 64.2 68.7 26.5

Average time between page accesses (seconds) 7.7 3.9 2.89 2.31

Ratio of total users to identified users 7.1 8.5 6.8 6.8

Web Service — Statistics
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• A strategic project to develop web service interfaces to main ECMWF tools has been started under the “Plots-
on-Demand” project. This will expose MARS, ODB, Verification and Magics through a common Web Service
API and enable the development of a new application for delivering plots on demand. 

• A JetStor disk array (6.5TB) has been evaluated and will be used (with a suitable IBM xSeries server) to provide
a cost-effective enhancement to the ECMWF Data Server for the ENSEMBLES EU project. 

Entity Management System

• The Entity Management System has been used by the Call Desk and User Support to register both internal
and Member State users.

• The system has been extended to enable Computing Representatives to carry out certain registration tasks
directly via a browser interface.

– The interface has been tested by User Support since summer 2004.
– More recently, the interface for Computing Representatives has been tested by KNMI and UKMO.

• The web registration interface is available for MS use.

LAN

• Phase 2 of the High Performance Network was delivered in September 2004. 

– Core of the network is based on two Force10 E600 switches interconnected by 4x10GE.

• ITT for the replacement of the General Purpose LAN was issued early February 2005.

– Responses are under evaluation.

• Investigate options for the introduction of IP telephony.

• Extend the wireless LAN into all ECMWF office areas.

RMDCN

• 45 sites are connected to the RMDCN.

• New members since last year’s meeting:

– India’s connection to the RMDCN was accepted on October 2004.
– Serbia and Montenegro’s connection to the RMDCN was accepted on November 2004.
– Saudi Arabia has been connected to the RMDCN and is in the process of acceptance.

• Migration of transport technology from Frame Relay to MPLS (Multi-Protocol Label Switching) is planned.

– Proposal was supported by ECMWF Council and by WMO region VI.
– The migration would result in doubling the access capacity for all current RMDCN members.
– Supplement to the RMDCN contract is being discussed with Equant.

• The new standard package for each Member State would be:

– 768 kbps access line
– 768 kbps IP Gold port 
– Enhanced backup at 384 kbps.

• Migration to MPLS for the first RMDCN sites should start later this year.

• Co-ordinate Phase 2 of IPSec tests between RMDCN members to  investigate the use of Internet-based Virtual
Private Networks in an operational environment.

– Final results will be presented during the next ROC meeting

• The Centre’s Internet was upgraded to 70 Mbps in early March 2005.

ECPDS

• New software, ECPDS, has been developed to support the foreseen increase in the dissemination requirement. 

• ECPDS offers different transport mechanisms (FTP, SFTP) and the possibility of using the ECaccess network
to securely disseminate products over the Internet.

• Migration to ECPDS started on 11 April 2005 and almost all destinations receive now products via ECPDS.

• Monitoring interface is available through the RMDCN and the Internet.
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Infrastructure work

• A new 2MVA Uninterruptible Power Supply system was installed and integrated with the two original UPS
systems:

– to provide increased UPS capacity to restore N+1 resilience
– to replace one of the old standby generators.

• A Gaseous Fire Suppression System which would utilise an inert gas to extinguish any fire in the computer
hall or tape library was installed.

Other activities - GRID 

• DEISA

– Continue to actively participate and so obtain a better understanding of GRID middleware, multi-cluster
GPFS and multi-cluster LoadLeveler.

– Security model that fits well with ECMWF’s security policy has been proposed and development will
start soon.

• SIMDAT 

– Co-ordinate the meteorological activity of the project.
– Capture of the requirements of the V-GISC (Virtual Global Information System Centre) has been completed.
– Technical design of the V-GISC demonstrator has been finalised and development has started.

Major ongoing/planned activities

• Start tests on multi-cluster GPFS for the HPCF clusters

• Continue to implement DHS - Phase 4

• Update the DHS to HPSS version 6

• Complete ITT for the replacement of the General Purpose LAN 

• Complete the implementation of the application monitoring system based on HP OpenView and Big Sister

• Organize and co-ordinate the migration of the RMDCN transport technology from Frame Relay to MPLS

• Deploy a unified ECMWF Certificate Authority and Registration Authorities for X509 certificates to ECaccess,
VPN services, IPSEC routers, web users, DEISA and SIMDAT

• Enable ECaccess to be used as part of the framework for submitting and monitoring time-critical Member State
applications and investigate options for a high-availability service.

• Implement the V-GISC demonstrator, by deploying a Grid infrastructure between the partners that offers
transparent and secure access to distributed data

• Implement “plots-on-demand” based on web services

• Install a 4th UPS machine

• Install an additional chiller to provide more chilled water capacity

• Complete the installation of the water mist fire suppression system

• Complete the work on the extension of the Computer Hall.
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HPCF & DHS Update — Neil Storer

HPCF

Phase 3 timetable

• HPCD was installed over summer, “Ready For Trial” mid-Aug.

• MS jobs started running on the HPCD in September.

• The Operational Suite moved to the HPCD in October.

• HPCC “Ready For Trial” in mid-Dec.

• Some changes were made to the job scheduling system to give MS jobs better turnaround and to help alle-
viate problems seen when we first started running mixed OS and MS workloads on HPCD.

• The Operational Suite moved to HPCC in April.

• The users are exceedingly pleased with service provided by the Phase 3 systems.

HPC paging problems

• We have seen various instances of “paging problems”.

• The interactive service in particular has suffered several occasions when users ran applications that used
larger amounts of memory than they expected.

• When paging gets really bad, the system starts to kill processes, not necessarily the ones causing the paging.
Sometimes the system “hangs”.

• We plan to change the interactive “soft limits” for:

– data 1 GB
– stack 512 MB

It is possible for the user to override these values.

• For batch jobs paging is often catastrophic. A feature in the next release of the system will kill jobs that page
excessively, rather than letting them continue to run hundreds of times slower, as they would otherwise do.
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gigabit-ethernet

fibrechannel

DATA

gigabit-ethernet

GPFS “tokens”

fibrechannel

DATA

GPFS “tokens”LAN

ECMWF often has requests for more memory but this is not generally practical. Memory usage can be reduced by
using a combination of OpenMP and MPI. In jobs using MPI uniquely, much memory is taken up by content repli-
cated over all processors which is only used by individual processors. The number of MPI tasks should be cut down
and processing split within MPI tasks, using OpenMP. This will save considerable amounts of memory.

Member State file systems (HPCD)

• ms_home 

– quota-protected (80 MB per user), same as ECMWF “home”
– fully backed-up: weekly full + daily incremental dumps.

• ms_temp (6 TB - 60% full today)

– increased from 2TB to 6TB in April
– not backed-up
– no run of select-delete since the increase
– previously select-delete runs caused mainly by “rogue” jobs.

• ms_perm (250 GB - 10% full today)

– not backed-up (by ECMWF)
– not controlled by select-delete
– “administered” by User Support.

Multi-cluster GPFS (MC-GPFS) pilot study

• The latest version of GPFS enables “native” access to data from multiple clusters concurrently at much higher
data rates than are possible using NFS.

• Currently various data are replicated on both clusters, effectively reducing the amount of usable disk space.
MC-GPFS removes the need to replicate the data.

• Currently, data is transferred between clusters over the LAN, either using FTP-like applications or via ECFS.
MC-GPFS enables each cluster to access the data efficiently, directly over a fibre-channel storage area network.

• MC-GPFS should help with resiliency.

• MC-GPFS removes synchronisation problems (e.g. out-of-date copies) since there is only 1 version of the data.
MC-GPFS helps with data management.

Multi-cluster GPFS configuration
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HPCF plans

• The contract extension (until 1Q09) includes:

– Replacement of both clusters in 1H 06 with two new clusters:
• 16-way Power5+ nodes
• 32 GB memory per node (4 nodes per cluster with 128 GB)
• 8-way Power5+ I/O & network nodes
• 65 TB of (raw) disk space per cluster
• Multiple (probably 8) nodes per cabinet.

• Performance commitments are based on our three main applications (deterministic forecast, 4D-VAR, EPS);

• The sustained performance will increase from ~2.5 TF to ~4.5 TF;

• IBM expects a much better percentage of peak performance with the Phase 4 system, due to simultaneous
multi-threading (SMT) and better memory bandwidth.

• We plan to issue an ITT for a replacement HPCF in 2007.

Simultaneous Multi-Threading

• Extra hardware in each of the CPUs (or “cores”) enables them to execute 2 threads of instructions simultane-
ously. Certain registers are duplicated, functional units are not. This is different from having 2 distinct CPUs
on a chip.

• To the operating system it appears as if there are twice the number of CPUs. A 16-way SMT system would
appear to have 32 CPUs. So to use it effectively you would run at least 32 threads, either as 32 separate single-
threaded processes or a parallel job using 32 threads (MPI, OpenMP or a hybrid of the two).

• It is difficult to estimate the performance gain that programs can expect by utilising SMT; in some instances
there could actually be an overall loss of performance.

DHS
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ECFS migration

• The ECFS service has been migrated completely to the new HPSS-based system. The TSM system was termi-
nated at the end of last year.

• The migration was done in such a way that it was totally transparent to the users.

• Over 9 months the ECFS team ran 18,000 “back-archiving” tasks, using ECMWF’s SMS batch scheduler. These
tasks used an SQL database to control and keep track of the progress of the “back-archive” and this helped
considerably to simplify and streamline the process.

• This “back-archive” process transferred 165 TB of data in 10 million files that resided on over 5000 tape
cartridges in the TSM-based system, without any loss of data.

ECFS

• The ECFS file size limit has been increased from 2GB to 6GB. We have actually successfully tested 32 GB files,
but have chosen the 6 GB limit because of the way HPSS performs file allocation. Be aware that certain Unix
systems cannot handle files over 2GB in size.

• An “emv” command is available to rename a file in ECFS. Currently this only works if the source and target
files are in the same directory. The command is being modified to allow the file to be moved into a different
directory. Eventually “emv” will work with directories, not just files, to enable users to rename their files in
ECFS.

• At present it is not possible to use the recursive option  (“-R”) on commands such as “els” and “erm”. This
will be addressed at a later date. 

ECFS back-up copies

• Please take note that (unlike the old TSM-based ECFS system) in the new HPSS-based ECFS system, by
default, no secondary (backup) copy is made of ECFS data.

• The user has to specify the “-b” option on the “ecp” command to request that a secondary copy be made of
data that cannot easily be reconstructed, should the primary copy be destroyed.

DHS plans

• It is planned to rewrite the ECFS client software. The current user API (Application Programming Interface)
is a set of Perl scripts. This design does not lend itself to functional and recoverability enhancements.

• Last week a single user job accessed over 10,000 files in ECFS. This is over 30% of the daily total number of
accesses. We plan to develop an ECFS scheduler, to manage and control the ECFS workload.

• We plan to upgrade to HPSS version 6 later this year.

• The robotic tape libraries in the main computer hall and the DRS building are no longer manufactured.
Maintenance cost for these is starting to increase (in one instance will cease by the end of the decade). We are
investigating options for replacing the tape libraries over the next few years.

M. Pithon asked when the new system release with the feature to kill excessively paging jobs was planned to be avail-
able. N. Storer replied that the AIX software already allows users to specify the amount of real memory they require
and any requirements beyond this amount will result in the job being aborted, rather than paging. However, the
current LoadLeveler does not support this feature; the next version of LoadLeveler, which it is hoped to test soon,
will have hooks to enable its use. Testing will include trying to find a way of implementing the feature without
having a major impact on users’ work. A particular problem to be taken into account is that previous jobs may have
left shared memory segments on nodes and this should not cause current jobs to abort.

E. Krenzien asked when the rewrite of the ECFS client software was planned. N. Storer replied that a design had not
yet been decided upon. The ECFS server has only just been rewritten. The client software was unlikely to be rewritten
before early 2006.
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SIMDAT and DEISA projects — Matteo Dell’Acqua

DEISA

• Distributed European Infrastructure for Supercomputing Applications

• 5 year infrastructure project partially funded by the EC

– Contract with EC was signed on 1 May 2004.

• Objective of DEISA is to deploy a production quality HPC infrastructure.

• DEISA consortium includes

IDRIS - CNRS, France (coordinator)

FZJ - Juelich, Germany

RZG - Garching, Max Planck Society, Germany

CINECA, Italy

EPCC, Edinburgh, UK

ECMWF

SARA, Amsterdam, The Netherlands

CSC, Helsinki, Finland

LRZ, Munchen, Germany

BSC, Barcelona

HLRS, Stuttgart, Germany

ECMWF involvement in DEISA Activities

• Five service activities and one Grid R&D activity have been defined to support the operation of DEISA
Supercomputing Grid Infrastructure.

• SA2, Data Management with Global File Systems: Deployment and operation of a global distributed file
system, based mainly on GPFS

– Project has been set-up to test multi-cluster GPFS.

• SA3, Resource Management Deployment and operation of global scheduling services based mainly on Multi-
cluster LoadLeveler and Unicore.

– Currently ECMWF does not plan to use multi-cluster Loadleveler internally. We have reviewed the
design document and made suggestions to improve the usability of the current version.

• Both SA2 and SA3 would greatly benefit from obtaining a network connection between ECMWF and the core
sites (CINECA, FZJ, IDRIS, and RZJ).

• SA5 Security: Provides administration, authorization and authentication for DEISA, with special emphasis on
single sign-on:

– Enhance UNICORE to support strong authentication  for the submission of jobs to DEISA infrastructure

– Propose a security model supporting strong authentication and fine-grain authorisation. 

• JRA7 Access to Resources in an heterogeneous environment: Development of Grid middleware based on Web
Services standards with the objective of using OGSA standards in the near future

– Participation in the design and tests.
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SIMDAT

• Data Grids for process and product development using numerical simulation and knowledge discovery.

• 4 year project funded by the EC

– Contract with EC was signed on 1 September 2004.
• SIMDAT focuses on 4 applications: 

– Product design in automotive and aerospace
– Process design in life science
– Service provision in meteorology.

• Objective of SIMDAT is to use data grid technology to resolve a complex problem for each of the 4 applications

SIMDAT Strategy

• 7 Grid-technology areas have been identified for achieving SIMDAT objectives:

– Integrated Grid infrastructure offering basic services to applications
– Access to data distributed on Grid sites
– Management of Virtual Organisation
– Ontology
– Integration of analysis services
– Workflows
– Knowledge Services

Meteorological application

• 5 partners: DWD, Meteo-France, UK Met Office,  EUMETSAT and ECMWF 

• A complex problem: To build a Virtual GISC, an integrated and scalable framework for the collection and
sharing of distributed data that will offer: 

– A single view of meteorological information which is distributed amongst the 5 partners
– Discovery facilities and standardised retrieval mechanisms 
– Standardised mechanism for routine dissemination of data
– Standardised mechanism for collection of data
– Quality of service, efficiency, reliability and security
– Processing services and shared data manipulation facilities.

• Grid technology will be used: 

– To connect the diverse data sources and create a Virtual Database 
– To enable flexible, secure collaboration through virtual organisation.

 Phase 1: Connectivity  Phase 2: Interoperability  Phase 3: Knowledge

• Deployment of Grid
 infrastructure with particular
 attention to data transport and
 management
• Distributed DB access

• Virtual Data Repository
• Introduction of grid
 technology research

Workflows for next-
generation aggregated
knowledge capture,
discovery and mining
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V-GISC infrastructure

V-GISC Conceptual view

• Virtual Database

– Provide a unified view of all the shared datasets through a distributed catalogue
– Maintain the distributed catalogue amongst the partners using synchronization mechanisms 
– Provide interfaces with the legacy databases
– Implement data replication mechanisms
– Preserve the integrity of the data.

• Data access and distribution Services

– Collection & dissemination services that support secure, efficient and reliable transport mechanisms
– Quality of Service (QoS): traffic prioritization, queuing mechanisms, scheduling
– Discovery service by browsing the catalogue or using a keyword search engine
– Interactive and batch interfaces. 

• Virtual Organisation

– Security Services (CA, AuthN, AuthZ, Audit,...)
– User management
– Data policy management
– Monitoring and control.

V-GISC

UK Met Office

Météo-France

Interface to offer a
single view of the
data
    - Discovery facilities
    - Request/Subscription

Monitoring
Logging
Control

Error tracking

Security
Authentication
Authorization

Audit
Management
User registration

DB admin
Catalogue admin

Grid infrastructure
for sharing data

Interoperability interfaces
for data/metadata exchange

mechanisms to
synchronise metadata

Dissemination/acquisition
mechanisms
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V-GISC Conceptual view

• Through the Distributed Portal user searches for and retrieves data and subscribes to services, subject to
authentication and authorization

• The Virtual Database Service provides a single view of partners’ databases

VGISC Distributed Architecture

V-GISC Portal

DCI Node

Local DB

UK MetOffice

DCPC Portal

DCI Node

Local DB

ECMWF

DCPC Portal

DCI Node

Local DB

EUMETSAT

V-GISC Portal

Database Communication Layer

DCI Node

Local DB

Météo France

V-GISC Portal

DCI Node

Local DB

DWD
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Introduction to ECPDS (ECMWF Product Dissemination System) — Laurent Gougeon

Project Overview

• QFTD was used to disseminate ECMWF products 

– Could not cope with the increasing requirements.

• Goals and objectives of ECPDS

– General purpose data transmission system
– Allow Member and Co-operating States to specify which data to deliver, on which target systems, using

which networks (RMDCN or Internet)

• Scope of project

– Provide reliable and secure transfer mechanisms

• FTP (RMDCN), SFTP (Internet without Remote Gateway), ECaccess (Internet with Remote Gateway)

– Provide Management & Monitoring capabilities

• ECMWF administrators & analysts

• Member and Co-operating States

– Provide Alarms and real-time Displays

ECPDS vs. QFTD

• Context, platform and architecture independent

– based on  Java Technology
– persistence implemented via any SQL Database

• Highly configurable

– scalable across different hardware
– dynamic system behaviour

• Additional features

– transfer scheduler
– host check scheduler
– destination aliases
– transfer modules
– keep alive feature
– mail notifications
– access control

ECPDS architecture

• Main components

– Master Server, Data Mover(s), monitoring server(s), ECproxy server(s) and ECpds command

• Master Server

– Transfer scheduler
– Database access

• Data Mover(s)

– Data file storage
– Transfer protocols

• Monitoring server(s)

– Management
– Monitoring

• ECproxy Server(s)

• ECpds Command
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ECPDS scheduler

• Policy on destinations

– On host failure, max connections, retry count, retry frequency,
max start, start frequency, reset frequency

• Policy on hosts

– max connections, retry count, retry frequency, check frequency,
timeout, target directory, transfer modules

host1

host3

host2
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ECPDS transfer modules

• All modules

• Ftp module

ectrans.buffSize=”65536”

ectrans.closeAsynchronous=”no”

ectrans.closeTimeOut=”30000”

ectrans.connectTimeOut=”30000”

ectrans.delTimeOut=”60000”

ectrans.doFlush=”yes”

ectrans.getTimeOut=”0”

ectrans.listTimeOut=”30000”

ectrans.mkdirTimeOut=”30000”

ectrans.mov eTimeOut=”30000”

ectrans.putTimeOut=”0”

ectrans.readFully=”no”

ectrans.retryCount=”1”

ectrans.retryFrequency=”1000”

ectrans.rmdirTimeOut=”30000”

ectrans.sizeTimeOut=”30000”

ftp.commTimeOut=”60000”

ftp.dataTimeOut=”60000”

ftp.ignoreCheck=”yes”

ftp.ignoreDelete=”yes”

ftp.keepAlive=”0”

ftp.lowPort=”no”

ftp.mkdirs=”yes”

ftp.passive=”no”

ftp.portTimeOut=”60000”

ftp.postConnectCmd=””

ftp.preCloseCmd=””

ftp.preGetCmd=””

ftp.prePutCm d=””

ftp.prefix=””

ftp.suffix=”.tmp”

ftp.usetmp=”yes”

ftp.vms=”no”

sftp.mkdirs=”yes”

sftp.prefix=””

sftp.sftpConnectTimeOut=”10000”

sftp.sftpSessionTimeOut=”60000”

sftp.suffix=”.tmp”

sftp.usetmp=”yes”

• SFtp module

... and other modules

– GFtp, LPR ...
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• Web Access

– https://ecaccess.ecmwf.int:9443/
– https://msaccess.ecmwf.int:9443/

Current status

• All the Member and Co-operating States have been moved from QFTD to ECPDS

– No major problems identified so far.

• What Next?

– New ECaccess Gateway with ECpds support (v3.0.0).

N. Olsen noted that when a colleague had recently practised the dissemination change request procedure, he had
tried with MARS and saw that the results were not the same. U. Modigliani replied that this was a known problem:
in recent years there has been and continues to be much effort to harmonise them as much as possible.
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Planned model resolution upgrades in operations — Alfred Hofstadler

Resolution Upgrades — Atmosphere

Deterministic EPS Mediterranean MOFC

Current Upgrade Current Upgrade Current Upgrade Current Upgrade

Lat/Lon 0.5 0.36 1.0 1.0 0.25 0.25 1.5 1.5

Dissemination
/LL

0.5 0.25 1.0 1.0 0.25 0.25 1.5 1.5

Frequencies 30 30 25 30 30 ? 25 25

Directions 24 24 12 24 24 ? 12 12

Deterministic EPS MOFC

Current Upgrade Current Upgrade Current Upgrade

Spectral T511 T799 T255 T399 T159 T159

Gaussian N256 N400 N128 N200 N80 N80

Dissemination
(LL)

0.5 0.25 1.0 0.5 1.5 1.5

ML – Vertical
Resolution

60 91 40 62 40 62

Resolution Upgrades — Waves

No increase in pressure levels planned.

Upgrade of Mediterranean wave model needs further scientific investigation.

Timetable for IFS cycle 30r1 — high resolution

• Mid May–mid June: RD testing

• Mid June: First operational testing

• End June: First technical test datasets for selected operational suites available in MARS

• July–September: Operational e-suite

– Meteorological test datasets for all operational suites available in MARS
– Parallel test dissemination for selected dates

• End September: Implementation

• December: increase in run-length for medium-range from 10 to 14 days, including VAREPS

• March 2006: linking MOFC to VAREPS
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Impact on users

• Field sizes:

– Model output (SH and GG) -> x 2.5
– Lat/Long -> x 4
– Extra model levels -> x 1.5

• Dissemination

– Problem with GG/AUTOMATIC
– Selection of nearest “new” model level
– Nearest GRID point co-ordinates for Weather Parameter requests will change. Member States have to

select new GRID point co-ordinates or rely on interpolation.
– Line capacity
– Production Schedule should stay the same.

• MS jobs

– Check new disk space, memory, CPU, line bandwidth requirements.

• MS projects

– Use test data sets to run “e-suites” and decide on new configuration
– Review resource requirements (disk space, memory, CPU, line bandwidth)

• EMOSLIB 281

– New Gaussian definitions
– New automatic truncation
– will become default version
– MARS and Metview_new have been relinked
– MS graphics applications (Metview and MAGICS) need to be relinked

G. Wotawa asked whether States would have an opportunity to test their jobs with the new resolution, before it
became operational. F. Hofstadler replied that an e-suite model version will be available to run tasks in parallel with
the current suite for some time before the operational change. 

J. Greenaway asked whether the trajectory database would be upgraded in line with the increase in resolution of the
model. U. Modigliani replied that, although ECMWF maintains the database for the trajectory model, KNMI main-
tains the model itself. F. Hofstadler added that it would not be easy to interpolate the data to a lower resolution for
the database, as the model levels would also change. Some work on the model would be necessary. 

R. Sharp enquired whether the change in vertical resolution included an increase in the top level. F. Hofstadler
replied that the top level would also increase in height.

R. Rudsar asked whether there were any plans for a general upgrade of the line capacity of the standard RMDCN
package to enable States to take advantage of the new volumes of data. U. Modigliani reminded representatives that
current plans were to double the capacity of the standard RMDCN package in 2006. This will not allow for the poten-
tial four times data volume which will be available from September this year, so States may need to use the Internet
in addition. I. Weger added that the new standard RMDCN access line would be 768 kbps. As soon as contract nego-
tiations are complete, an RMDCN Operations Committee meeting would take place to discuss migration schedules
with the States and Equant. Equant has already estimated that migration will take at least six months. F. Hofstadler
commented that States did not need to receive all the fields in the model resolution to benefit from the upgrade:
even if they stay at their current resolution, the quality of the fields they receive will improve.

J. Greenaway asked whether any additions to the GRIB2 dissemination were planned. F. Hofstadler replied that Sea
Surface Temperature anomalies from the seasonal forecasting system were currently disseminated on the GTS in
GRIB2 and it was planned to augment them by probability fields from the EPS. There are no plans to disseminate
to the Member States in GRIB2.
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Graphics Update — Jens Daabeck

Magics++

Magics++ new features

• ODB data access and plotting

• NetCDF and GRIB 2 data input

• GIF and SVG output

• EPS for easier inclusion of plots in Word and Latex

• Multiple output formats from a single program

• An object-oriented C++ interface

• An XML interface (MagML)

• A new contouring package (Akima)

• A new flexible set of coastline resolutions

• Simplified legend handling

• Better support for text and graphical annotations

• Two-way interaction with Metview, allowing interactive manipulation of plots

Magics++ status

• Contouring including shading, highlights, labels and highs / lows

• Marker and hatch shading

• Line styles, eg DOT and DASH

• Three contour methods plus an automatic method (default) that chooses between them

• Automatic selection of coastline resolution for high quality at fast speed

• Grid value plotting

• Wind plotting

• Coastline plotting, including map gridlines and labels

• Cylindrical and stereographic projections

• GRIB and NetCDF data loading

• Basic ODB access

• User and automatic titles

• Layout (sub-pages, multi-page plots)

• Basic legends

• Basic XML input (MagML)
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• Basic SVG and GIF/PNG output

• Multiple driver output

Magics++ plans

• Operational release 4Q2005

• 10th Meteorological Operational Systems Workshop 14 - 18 November 2005

• Export version 2006

Magics

Magics is a software library for plotting contours, satellite images, wind fields, observations, symbols, streamlines,
isotachs, axes, graphs, text and legends

GRIB

BUFR

matrix

PostScript

PNG

JPEG

(OpenGL)

Fortran

Program

Magics
Library

Magics new features

• Basic support for high resolution fields added

• Improvement in Graph Legend

• Support for scanning mode for data coded in polar-stereographic projection added

• Changes to Satellite visualisation, including improvements for Metview

• Internal performance improvements to take full advantage of the ‘-O2’ option at compilation

• Added titles for seasonal and monthly forecasting products

• The latest internal version of Magics is 6.10 which runs at ECMWF on Linux, including cluster and AIX plat-
forms

Magics 6.9.1 - export

• Available to the Member States

– January 2005

• UNIX platforms

– Linux SuSE 7.3 & 9.1 (Cluster 9.0)
Portland Fortran compiler

– IBM AIX 5.1
– SGI IRIX 6.5
– HP HP-UX B.11
– HP/Alpha True64 5.1A (future support required?)
– Sun SunOS 5.9

• User Guide in HTML, PDF and PostScript format

Magics plans

• Support for higher resolution forecast

– Emoslib 281
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Metview

• ECMWF’s meteorological data visualisation and processing tool

• Complete working environment for the operational and research meteorologist

GRIB

BUFR

Matrix

other

PostScript

PNG, JPEGMacro

Metview
Visualisation
Processing

Interactive Batch script
routine production

Mars

Metview new features

• Support for T799 fields

• New application TimeSeries can plot time series either from GRIB data or from geopoints data

• New Tropical Cyclone Tracks plotting module

• Magics fix for end-of-leap-year date axis bug

• New Hovmøller application

• Inlined Macro Fortran functions can now also be written in Fortran 90 on all platforms

• Better handling of 10 bit satellite images and pseudo satellite images including calibrated legend, improved
title, partial image (INPE), reprojection

• Latest internal Metview version is 3.7.2, based on Magics 6.10, which runs at ECMWF on Linux including
cluster and AIX platforms

Metview 3.7.1 - export

• Available to the Member States

– April 2005

• UNIX platforms

– Linux SuSE 7.3 & 9.1 (Cluster 9.0)
Portland Fortran compiler

– IBM AIX 5.1
– SGI IRIX 6.5
– HP HP-UX B.11
– HP/Alpha Not supported (future support required?)
– Sun SunOS 5.9

• User Guide online

– PDF and HTML format

Metview plans

• Support for higher resolution forecast

– Emoslib 281

• Magics++ support



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

30 Technical Memorandum No. 466

EPS Meteograms

• EPS Meteogram charts available via ECMWF Web pages

– Shows EPS members’ forecast distribution for a model run

• Metview user interface

• BUFR data interface

– Dissemination files format

• EPS Meteograms also available as standalone system

• Classic Meteograms available at ECMWF via Metview

• Plans

– Support for higher resolution forecast

J. Daabeck enquired whether any representative’s service was dependent on new HP Alpha implementations of
MAGICS and Metview. If not, ECMWF are keen to discontinue its support as soon as possible. M. Pithon requested
time to check with her colleagues. I. Weger undertook to email States with a reminder survey.
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The ECMWF Linux cluster: 1 year on... — Petra Kogel

History

• Beginning of 2004, it was decided to evaluate Linux cluster technologies:

– Would a Linux cluster be suitable as ECMWF general purpose server?
– Would it be suitable for ECMWF HPC?

Questions

• Do the very new technology components work?

– Infiniband interconnect
– Lustre shared filesystem

• Is the software stack there?

– Compilers
– Message passing (MPI)

• Model performance
– Batch system
– Load balanced distribution of interactive login sessions
– Monitoring

• Is it manageable ?

– Operating system installation and upgrades

• Centralised ?
• Downtimes ?
• Ability to revert ?

– Time it takes to shutdown / reboot individual nodes
– Time it takes to shutdown / reboot the whole cluster
– Maintenance and support

• Is it robust and reliable ?

Cluster configuration: Options and decision

• Issued Request for Proposals for a small cluster on 30 January 2004

• Offers contained configuration choices; we made choices according to price, and current / future expected
performance and  scalability:

– Interconnect: Infiniband. Not: Myrinet, Quadrix, Dolphin SCI
– Filesystems: Lustre. Not: NFS, CXFS, GPFS, Sistina GFS, Polyserve
– Batch systems: Sun Grid Engine. Not: SLURM, open PBS, PBS Pro, LSF
– Monitoring: Ganglia. Not: Vendor specific products
– Cluster management: Vendor specific - Clusterworx + LinuxBios.

Hardware and Operating System

• Supplied by Linux Networx

• Installed 7 May 2004

• 32 nodes plus 1 master node

– Includes 6 I/O nodes with Fibre Channel HBAs

• Dual 2.2 GHz AMD Opteron CPUs, 4 GB Memory on each node

• SuSE 9.0 Operating System

• On 17 May, started evaluation with focus on use of cluster for ECMWF HPC
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Fast Interconnect: Infiniband

• Using pre-beta release kernel modules

• Stable after initial cabling issues

• Up to 750 Megabytes/sec measured for MPI traffic

Shared scalable file system: Lustre

• Only over Gigabit Ethernet, Infiniband not supported then

• Stable

• One bug found, to be fixed in next release .. ended up  being almost one year later

• Throughput depends on number of I/O nodes multiplied by per-node throughput to storage device

• Here: 100 MB/sec = controller throughput

• Can be accessed from outside the cluster

– By installing lustre clients on Linux workstations
– NFS exporting - eventually

Compilers: PathScale, Portland, Absoft

• Only PathScale compiled IFS code without problems

• MPI: MVAPICH from Ohio State University

• Resulting IFS model performance:

– Faster than 1.3 GHz IBM Power 4
– Slower than 1.9 GHz IBM Power 4+

Batch system: Sun Grid Engine

• Designed for Grid computing

• Very configurable

• Can distribute interactive login sessions taking into account load balancing

• Compartmentalise cluster:

– batch parallel, batch serial, interactive, I/O nodes

Monitoring: Ganglia

• Designed for Grid computing

• Monitors each node

• Consolidate into groups of nodes -> groups of groups of nodes -> etc.

• Can use web interface to present status and “drill down” to isolate a problem

System management

• Centrally from master node:

– Create and distribute operating system images
– Reboot / shutdown
– Power down / power up

• Reboot times:

– 2 minutes per node, 8 minutes for the cluster

• Operating system installation downtime:

– 15 minutes per node, same for cluster
• Timings should be independent of cluster size
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• Cluster management software built on notion of “images” = complete operating systems

• Configuration change => Re-installation ?

– Disruptive for users
– Time consuming and expensive
– Frequently needed: e.g.

• To mount another file system
• To change root passwords

• Not flexible enough: e.g

– Different IO nodes serve different file systems - one image each ?

Maintenance and reliability

• Need support from different vendors:

– Linux Networx for cluster hardware, MPI
– Linux Networx, ClusterFS for Lustre
– Linux Networx, SuSE for operating system
– PathScale, Portland Group etc. for compilers
– IBM for FAStT disk subsystem
– The “Open Source Community” for software

-> can, and sometimes did, go from “pillar to post”

General problems — the easy ones

• Need highly available master node:

– Nodes can run standalone (apart from Infiniband), but cannot re-boot if master is down: they download
their kernel from master when rebooting

– Disaster scenario:
• General power cut
• Master node does not reboot (e.g. system disk failed)
• Whole cluster down

General problems — the difficult ones

• Compatibility of hardware components resulting in performance losses, e.g.

– Concurrent IP traffic on Infiniband and Gigabit Ethernet
– Data transfer rates to/from FAStT storage

• Finding out which vendor will take responsibility when things do not work at all / as designed / as desired

Potential problems with a very large cluster

• Evaluation of the small cluster did not reveal any obvious scalability issues.

• However ...

• Cumulative effects of software / hardware issues which do not surface on “small” clusters are possible;

• Other sites have reported size related issues that vendors could only reproduce and resolve on-site;

• May need large internal development / support team?
e.g. 14 staff at LLNL (kernel, cluster tools, resource management, Lustre, operating system)

• Does the Infiniband design scale?

Preparing the cluster for use as General Purpose Server

• Support issues similar to current systems: Many different 3rd party products used

• No MPI requirements, Infiniband not critical

• Problems to solve:
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– Get highly available master node
– Choose shared filesystem: Reliability, performance, site-wide accessibility ?
– User software — integration with Linux workstation environment, provide all that is available on (AIX)

servers
– System administration
– Workload management: Interactive and batch, scheduled and very often ad-hoc
– Acceptable to users? — Very different from “traditional” server:

• Where am I working?
• Where is my job running?
• Where is my output?

– -> Create environment where things are “taken care of”

Shared filesystems

FAStT via NFS

• Improved NFS access speeds by experimenting with

– NFS export / mount parameters: NFS version 3, blocksize, ext2/ext3, udp, no_acl
– Use Write Cache on FAStT
– FAStT / LVM specific: Can failover devices between I/O nodes, if necessary, by changing ownership /

preferred path and rescanning volume groups on new host

• But .. total throughput of FAStT is still below what it could be.

Lustre

• Scalable, but ..

• No easy way to grow file systems or add I/O nodes

• NFS exports not working yet according to Lustre representative => no access to data from outside the cluster,
e.g. AIX servers, HPC

• No user quotas yet

• Difficult to have several filesystems on small set of I/O nodes

• No backup tools

Panasas

• Hardware & software solution

– Based on shelves with blade servers, uses SATA disk drives, connected by Gigabit Ethernet

• Good performance

• Several filesystems ok

• User quotas promised

• 2 modes of access: NFS and Direct Flow client

• Supposed to scale for both modes of access, but not tested yet

• But:

– Kernel dependencies for Direct Flow

• Work within-cluster only
• Do not co-exist with Lustre

– Need to use NFS access from all other hosts
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Performance test: Write 1 GB file (using dd)

Client Target filesystem (server)
Results are MB/s

/scratch
(AIX server)

/FAStT
/panfs_nfs

(Panasas via NFS)
/panfs (Panasas
via direct flow)

AIX server
(not /scratch)

10 20 18 N/A

Cluster node 2 37 50 83

Linux
workstation

2 8.5 9 N/A

/scratch server
(AIX)

20 * * *

/FAStT server + 256 + +

* Same as AIX server (not /scratch) + Same as cluster node

Performance test: Untar 480 GB/ 40500 files

Client Target filesystem (server)
Results are elapsed time

/scratch
(AIX server)

/FAStT
/panfs_nfs

(Panasas via NFS)
/panfs (Panasas
via direct flow)

AIX server
(not /scratch)

9m4.87s 9m59.23s 10m6.36s N/A

Cluster node 6m33.52s 6m27.14s 5m28.48s 5m20.20s

Linux
workstation

6m56.13s 6m59.62s 5m03.30s N/A

/scratch server
(AIX)

2m35.90s * * *

/FAStT server + 0m13.49s + +
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Client Target filesystem (server)
Results are elapsed time

/scratch
(AIX server)

/FAStT
/panfs_nfs

(Panasas via NFS)
/panfs (Panasas
via direct flow)

AIX server
(not /scratch)

2m56.74s 2m39.46s 1m20.00s N/A

Cluster node 5m34.53s 1m36.88s 6m58.13s 0m25.88s

Linux
workstation

2m15.42s 1m19.96s 1m19.95s N/A

/scratch server
(AIX)

1m39.11s 2m39.46s 1m20.00s N/A

/FAStT server N/A 0m02.27s N/A N/A

Workload management: Sun Grid Engine

• All required features, no problems so far, free -> keep to initial choice

• Configuration:

– 3 types of node:

• Interactive work
• Batch work
• Services (e.g. web server)

– Reach batch nodes only through SGE / batch queues
– Encourage interactive access only through interactive queues
– Allow job submission from all systems, not just from within the cluster

• Use SGE software on all Linux systems
• Use wrappers on all others (but SGE versions for those are available)

• Availability:

– Master and shadow master on 2 cluster nodes
– Automatic failover between these 2 nodes
– Easy to configure more master nodes:

• List of hosts in config used at startup of SGE daemons
– Define SGE host-groups, assign those to SGE queues:

• Move work between nodes by changing host_group definition
• Change is instant, no restart required
• Useful for node failure and system session (e.g. OS upgrade, reboot, etc)

User software

• Goal: Provide same working environment as on workstations and servers.

• Problem:

– Cluster nodes are 64-bit
– Linux workstations are 32-bit
– Compatibility ?

• Approach taken so far:

Performance test: Delete complex directory structure (40500 files)
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– Build both versions, use the one appropriate for the architecture
– Almost all software is available now, some still being worked on
– 32 bit versions in general run on both workstations and cluster nodes (there may be OS-level depend-

encies though).

Compilers

• Initially, only PathScale compiled IFS without problems

• But:

– IFS is not run routinely on general purpose servers (HPC systems are used for this).
– All Linux workstations use Portland Group compilers -> use it on the cluster too, if possible.
– Many Member States use Portland, not Pathscale.
– Latest version of Portland also compiles IFS now.

Portland Compiler Evaluation

• Used RAPS8 IFS release for evaluation (IFS cycle 28R3)

• Portland version 5.2-4

– Problems with unassociated/unallocated array sections passed as arguments on subroutine calls (3 rou-
tines had to be modified)

– No other problems at -O0 (with no optimisation)
– 4 routines produced incorrect results at -O3 optimisation

• Portland version 6.0

– One runtime problem identified at -O0 (no optimisation)
• Relating to pointer/target attribute
• Workaround found and test case produced and submitted

• Portland compilers usable with no optimisation

• Reliability problems at high optimisation

– All compilers have problems at high optimisation levels
– Portland appears to have more than other compilers

Performance comparison
Portland v5.2 v PathScale v1.2

IFS runs on ECMWF linux cluster using 8 CPUs

Times in secs

pgf90 pgf90 pathf90

-O0 -O3 -O2

T159 model 1136 682 639

T159 4D-Var 4360 2180 1968

Portland performance is less than PathScale but acceptable
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System administration

• Extend tools beyond “management by image”:

– Added own software that “pulls” node specific configuration files at boot time and uses them.
– Use image changes only for system changes, e.g. additional software installed from distribution.
– Use same image on all nodes if possible.
– Activate changes on the running system if possible, avoid reboots.

Current cluster use

• For some Operations Department tasks, in particular the production of charts for the web.

• Research Department have used it for one-off large tasks

• Not being used for day-to-day research work:

– replacement for the verify package very close to completion, but not ready yet
– performance figures show that using the AIX server for serving data to the cluster is not a good idea
– need to finish evaluation of Panasas, decide whether to use this or FAStT, then move data, together with

user work

• Substantial speed-up for tasks moved off from the AIX systems - typically 2 to 3 times faster (single cpu)
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ECMWF Disaster Recovery Plans — F. Dequenne

Computer hall setup 2004

DRS

Building

Computer

Hall

The former DRS

• The DRS building contained only:

– Second copy of some ECFS and MARS data, partially stored in a robot.
– Systems backup tapes
– Tiny TSM server with

• Backups of the critical DHS metadata
• Backups of some servers’ data (e.g. NFS servers, General Purpose servers..)

If the computer hall was lost...

• Super-Computers:

– Require installation of new super-computers (months).
– In the short term: find a site able to run our models for a while.

• Other servers:

– Require the installation of new hardware (weeks), plus bare-metal restore from DRS backups.

• DHS:

– The critical data would be saved, but no hardware to access it would have been available.
– Require installation of new platforms (weeks), plus bare-metal restore of systems and metadata (HPSS,

MARS, ECFS)
– Never fully tested.

There was scope for improvement

• A disaster in the computer hall might have stopped ECMWF activities for weeks.

• In an ideal world:

– Create an alternative site in another part of Europe.
– Distribute or duplicate our equipment to this new site.
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– Duplicate all data to this site.
– Install high speed links between the 2 sites.
– But may be difficult to finance...

• How can we protect ourselves better, while keeping the costs under control?

First step

• Weather Community is ready to help.

– Following an NCEP disaster, NCEP operational workload was distributed to several sites.
– When ECMWF’s Cray C90 burned down, an alternative site was identified in a few hours (UK Met).
– Finding alternative super-computer sites is possible.

• Make use of the second computer hall being planned.

– Distribute equipment between the 2 halls.
– Increase the chance that part of our equipment would survive a disaster.

• First priority:

– How to provide access to the required data?

What we wanted to achieve (DHS)

• Provide access quickly to the DHS data stored in the DRS building.

– Critical data could be exported to external sites.
– Data could be provided to unaffected equipment onsite.
– Transfer data to other sites:

• By tape.
• Possibly in the future by connection of the DRS equipment to the WAN.

• Provide a minimal DHS service to support unaffected equipment.

• Test regularly that a service can be restored.

• Costs have to be kept low.

New layout (DHS)
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Time to recover: 4 to 5 hours.

Data lost:
- Old data which is not
 backed up.
In particular:
 • MARS RD
 • ECFS data without backup;
- Recent data not yet copied to
 DRS tapes.

The service is expected to be
very limited:
- 12 tape drives only
- small disk cache
- limited CPU resources
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The only affected service is
one MARS server.
It will be restored on one of
the surviving MARS server
platforms.

Data lost: anything from that
server which was not yet
copied to tape; ECFS data
which was on un-mirrored
disks in the DRS building and
not copied to tape.

Service will be affected to
some extent.

Current Status (DHS)

• First large scale test was performed in April.

• We still need to:

– Resolve some issues discovered during previous tests;
– Test the restoration of one MARS server in the computer hall;
– Evaluate the management of some end cases;
– Introduce a regular testing schedule (twice a year?).

• We are reasonably confident that we would be able to provide a service after a computer hall loss.
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Computer hall setup

DRS

Building

Computer

Hall (1)

Computer

Hall (2)

Protection of non-DHS servers: Short term

• Install supercomputer clusters in different computer halls.

• Other servers

– Work has started on confirming whether some critical workload can be moved between various servers.
(e.g. nfs service)

– These servers could then  be distributed between the 2 computer halls.

• Resilient LAN connections between DRS building and both computer halls.

• Split of telecoms area.

• These proposals are under investigation, no decisions have been taken yet.

In the future:

• Static subsets of popular data could be distributed to other sites

– Already done for ERA-40 data.

• ECMWF may investigate the ability to distribute a minimal subset of data geographically.

– This may require additional bandwidth.

• Consider an alternative WAN connection to the DRS building.

• Distribute DHS equipment across computer halls.

• Consider extending or replacing the Disaster Recovery Building.

• An Integrated Disaster Recovery Action plan will be designed.

M. Pithon asked how far away from the main building the Disaster Recovery building was. F. Dequenne replied that
it was approximately 50 metres away and was supposed to be built in such a way as to withstand any major inci-
dent in the main building.

C. Hammerschmid asked for more information on duplicated networking equipment. F. Dequenne replied that 2 small
Gigabit routers were the only networking equipment that had to be acquired to run the disaster recovery system.
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User Registration, Update on the interface — Paul Dando

Concepts

• New system:  EMS = Entity Management System

– database used to store and define user access rights

• Entities:

– users, applications, web domains

• Policies:

– rules that define access rights

• EMS database contains two core data sets

– user  and organisation data
– Policies (maintained by ECMWF)

• Registrator:

– the person performing the registration

Underlying principles

• Based on a concept of access rights

• Rules defining access rights are called “Policies”

• Registrator decides which policies should be applied to a user

• Policies are based on:

1. User’s employer (National Met Service, University, ECMWF, WMO, etc)
2. Projects the user works on (e.g., Special Projects)

• Access rights can be:

– Default - assigned to all holders of the policy
– Additional requirements — assigned on a case-by-case basis

Advantages of EMS

• Easy to use, web-based interface for user registration

• Provides a flexible, consistent & co-ordinated approach

• Fast turnaround:

– Can register users and supply them with a spare SecurID card
– User should be able to start working within ~30 minutes

• More guidance:

– Registration pages created dynamically
– Input on first page defines options available on following pages

• Easier to modify user info and access rights

– e.g., can grant or deny access to current forecast data, hpcd, etc

• On-line query of user info and access rights

– Up-to-date information obtainable directly from the EMS database

Range of possible actions

• System can be used to register:

– Member State or Special Project users with host login access to ECMWF computing systems (e.g., access
MARS, ecgate, hpcd)

– Users with web-only access

• Modify or query personal details or access rights for existing users
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• Comp Reps CANNOT use system (yet !) to:

– deregister users
– register or delete Special Projects
– register new Section Identifiers
– change user quotas

Please contact User Support (advisory@ecmwf.int) for these cases

Logging in to the EMS and security

• First log on to the ECMWF web site at: http://www.ecmwf.int/login/

• For security reasons:

– You MUST login using your SecurID passcode
– login expires after 1 hour of inactivity
– a logout button is provided on each screen so that the registrator can log off the system at any time

• Access is limited strictly to those persons authorised by ECMWF

• All access to the system is logged in the EMS logs

Main registration menu

• Accessed at: http://www.ecmwf.int/services/ems/d/registration/

Three options are available:

• Entity management

– to register new users
– to query or modify info or access rights for existing users

• Organisation management

– to add new or modify existing employer/organisation information
• Registration Guide

– to access an up-to-date version of the documentation

Web access classes — authorised domain
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Web access classes — other domains
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Paperwork
• User registration forms can still be used in parallel

– If Comp Rep uses EMS to register users, there’s no need to use a form
– Forms should be sent to User Support, if you want ECMWF to register the users.

• Current registration forms will be changed to reflect new “policy based” system.

• Users will still need to contact authorising organisation

– Access authorised by Comp Reps (as at present).

• Users still need to sign the SecurID declaration.

• New User Packs

– Once the system is active, all information will be sent by e-mail or made available electronically.

Possible future developments
• Web-based registration for users

– Users complete on-line registration forms.
– Computing Representatives authorise registration and assign access rights via EMS interface.
– No more paper forms!

• On-line acceptance of “ECMWF Terms and Conditions”

Availability
• Core system operational since December 2003

– Used by Calldesk and User Support for all user registrations since then.

• Already being tried out by two Member State Comp Reps

– Thank you to Hans and Roddy!

• Available for use in the next few weeks.

BUT...

• Use is NOT compulsory:

– Comp Reps can still send the registration forms to ECMWF

H. Bjornsson asked what facilities roaming passwords would provide access to. U. Modigliani replied that they would
provide access to most web services, including data retrievals via WebMARS, but would not allow general access to
ECMWF computer systems for job submission. P. Dando added that roaming passwords would require regular renewal,
although the expiry period had not yet been decided.

M. Pithon asked whether registrators would be able to register new projects. P. Dando replied that this function would
remain with ECMWF, as projects are regarded as policies. I. Weger suggested that it might be possible to introduce web
based forms for new project registration. 
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Results of the survey of external users — Carsten Maaß

Background

The survey of all registered external computer users had the following aims: 

• Determine the level of user satisfaction with the computing services provided

• Identify issues of current concern

• Gather quantitative and qualitative data

• Improve the service provided

Response

An invitation to take part in the online survey was sent to 1267 registered users

468 (37%) provided very useful and detailed answers 

719 (57%) did not respond 

Full information from the responses received has been published at: http://www.ecmwf.int/services/computing/survey/

The following gives highlights.

Overall satisfaction (active users only)

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

UserSupport/Calldesk

Documentation

Website

ECFS

Data Server

WebMARS

MARS

HPCF

ecgate

Very satisfied (4) Satisfied (3)

Neither satisfied nor dissatisfied (2) Dissatisfied (1)

Very dissatisfied (0)

3.2

3.2

3.0

3.0

3.5

2.9

2.9

3.1

3.1

Ecgate

Comments:

• Performance has improved

Problems mentioned:

• X-connection (time-out, lost connections)

• Environment (shell)

• Bandwidth between user’s machine and ecgate 

• Disk space

• Slow (probably refers to MARS)

• SecurID cards

HPCF

Reasons for not using HPCF:

• No need

• Easier access to supercomputer at own organisation
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• Lack of training

• Porting

• Not allowed to access

HPCF

Problems mentioned:

• Disk space

• Data transfer to local system

• Scheduling of very long jobs 

• Restriction to ksh 

• Users from Co-operating States would like to have access

MARS

Comments:

• Too slow

• Easier interface / query language

• Limited post-processing: interpolation, vertical profiles, GRIB header, formats (NetCDF, HDF, ASCII)

• Poor documentation

• Error messages not clear enough

• Observations and satellite data difficult to access

MARS data usage

0 20 40 60 80 100%

Other

RD experiments

DEMETER

MS projects

ERA-15

ERA-40

OD

0 20 40 60 80 100%

Other

Seasonal

Monthl. FC

EPS

Determ. FC

Analysis

High Low Not relevant
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WebMARS

61% have used WebMARS at least occasionally, of which the majority are satisfied (53%) or very satisfied (23%)

Users would like to have:

• Better (meta data) documentation

• More flexible graphical tools

• Timely information.

Reasons why users haven’t used WebMARS yet:

• No need

• Did not know about it (26 users)

• Prefer traditional request.

Data Server

23% of users have used the data server; of those:

0 10 20 30 40 50 60 70

Very dissatisfied

Dissatisfied

Neither satisfied nor

dissatisfied

Satisfied

Very satisfied

ECFS

51% of users use ECFS at least occasionally. In this group:

• majority are satisfied (53%) or very satisfied (27%) with the service

• 74% find ECFS easy or very easy to use.

Comments

• Slow

• Move command and usage of wildcards missing

• Audit file was useful.

Website

• 99% of users use the website.

• Majority find it, overall, useful (55%) or very useful (41%).

• Satisfaction with various characteristics is below 90%. 

Frequent comment:

• Information is difficult to find.

Users would visit the Website more often if it provided:

• Easy access to more (real time, short range) forecast products

• “What’s new”.
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Website — Satisfaction with some characteristics

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Search facility

Ease of finding info

Ease of navigation

Login

Timeliness of info

Look & feel

Speed/response

Accuracy of info

Reliability

Very satisfied Satisfied

Neither satisfied nor dissatisfied Dissatisfied

Very dissatisfied

0 20 40 60 80 100%

Other

Your Room

WebMARS

Forecast Products

Documentation

0 10 20 30 40

Other

Uid & passcode

Certificate

Domain access

No explicit login

Which areas are accessed?

Login

75% of users are satisfied with the login.

Users use more than one method.

Comments

• Lack of documentation explaining the login 

• Login status not clear 

• Problems with login.
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Documentation

77% of users are satisfied or very satisfied with both on-line and paper based documentation.

Users would mainly like to see the following documents improved:

• MARS

• Emoslib and GRIB decoding 

• (Prep)IFS 

• Model skill.

User Services

• 74% of users contact User Support/Calldesk at least occasionally.

• 98% found the services provided by User Support/Calldesk helpful (33%) or very helpful (65%).

• In case of problems, users contact: 

1. User Support
2. Colleague
3. Computing Representative
4. Call desk
5. ECMWF expert.

• 84% prefer email to telephone. 

• Advice in their own language is important to 30% of users.

User Services — Flow of information

Do you think you are adequately informed?

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Educational Programme

Changes related to

meteorology

Changes in computing

environment

System sessions

Yes

No

Not relevant

• Users outside Meteorological Services feel less informed

• Frequent comment: mailing lists
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User Services — Satisfaction

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Understanding local environment

Response to special requests

Availability

Clarity, ability to explain

Professionalism

Patience

Understanding of problem

Knowledge

Responsiveness/ efficiency

Courtesy

Very satisfied Satisfied

Neither satisfied nor dissatisfied Dissatisfied

Very dissatisfied

0 5 10 15 20 25 30

User Services

Info on Website

Services offered on

Website

MARS

HPCF

ecgate

Areas for improvement

Users suggested the following areas should be improved:

General user suggestions

How can ECMWF improve?

• Abolish SecurID card

• Make software (Metview, GRIB/BUFR) available under GNU licence

• Offer mailing lists/FAQs

• Training in MS open to users outside met. services 

• Change data policy.

What would improve users’ productivity?

• More disk space

• Tools to convert GRIB to other formats

• Faster MARS

• More bandwidth between MS and ECMWF.
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M. Pithon commented that MétéoFrance users had not received the survey at all.

C. Maass thought that the most likely reason was that the mails had been filtered out by their system as suspected
Spam. U. Modigliani added that the mails to Denmark had been bounced back, so could be resent; this was the only
problem ECMWF had been aware of. The lower than expected response from France had been noticed but as there
was also the possibility of anonymous reply, this was difficult to follow up. I Weger encouraged M. Pithon to invite
French users to send any particular comments they might wish to make after the meeting. They could still be added
to the final summary report.

ANY OTHER BUSINESS

Mailing Lists

R. Rudsar noted that there were still only a few States using SMS and wondered whether there was any interest in
setting up a Mailing List for the exchange of information on and comparing experience in using SMS. The repre-
sentatives from France, Norway, Romania, Germany, Spain and CTBTO expressed their interest.

U. Modigliani noted that this interest would be taken into account when the mailing lists were set up and
added that as well as a general list for announcements etc, specialist lists for such topics as Magics and
Metview were planned.

NEXT MEETING
There was strong support for having the next meeting in spring 2006.
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PART II

Member States’ and Cooperating States’

Presentations
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Liliane Frappez – Royal Meteorological Institute, Brussels
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Vladomir Malović – Croatian Meteorological and Hydrological Service
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Karel Ostatnicky, Karel Pesata – Czech Hydrometeorological Institute
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Niels Olsen – Danish Meteorological Institute
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Kari Niemelä – Finnish Meteorological Institute
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I. Weger asked the configuration of their Disaster Recovery System. K. Niemela replied that all vital systems and
data are replicated exactly.
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Marion Pithon – Météo-France
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With reference to the automatic restart of failed ECaccess transfers, L. Gougeon commented that this facility had
already been implemented on ECPDS, so it must be possible to implement it also on ECaccess. File transfers to/from
ECFS were possible with ecgate1 but a problem seems to have developed with the transfer to ecgate. Both problems
will be solved.
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Elizabeth Krenzien – Deutscher Wetterdienst
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Ioannis Alexiou – Hellenic Meteorological Service
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László Tölgyesi – Hungarian Meteorological Service
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Halldór Björnsson – Iceland Meteorological Office
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Paul Halton – Met Éireann, Dublin
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L. Gougeon explained that certificates with longer validity could be set up for operational tasks. A request should
be sent to the ECMWF Security Officer (M. Dell’Acqua), explaining the purpose for which the extended validity
certificate is required.

In regard to the reported problems accessing ECPDS monitoring tools, L. Gougeon asked whether the user might
have been trying to gain access during the dissemination, when the network bandwidth was fully utilised.  P. Halton
replied that the user was at Shannon airport, so network problems might well have been to blame.

R. Rudsar asked why they used jobs submitted by SMS for data retrieval, rather than the dissemination. P.Halton
replied that they had encouraged ECaccess use to keep additional, experimental products separate from the routine
dissemination. U. Modigliani noted that new products were not immediately available in the dissemination, so users
could obtain them initially via SMS and ECaccess, until they became part of the dissemination.
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Gert-Jan Marseille – KNMI, The Netherlands
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In reply to comments made during the presentation J. Greenaway noted that the instability problems would need
in depth investigation. A new version of PrepIFs is now available and, it is hoped, will resolve the problems expe-
rienced at KNMI.

L. Gougeon reported that the problem of ssh sessions being disconnected after a short period of inactivity had been
resolved for some users by increasing the timeout period. The disconnection of x-sessions is linked to Firewall inac-
tivity timeouts: users connect to their remote ECaccess gateway, which is connected to the ECMWF ECaccess server
by a non-standard port and Firewalls tend to disconnect after very short periods of inactivity. These periods can be
increased to avoid unnecessary timeouts.

R. Fisker noted that Xcdp was run with Windows on ECMWF laptops using Public Domain software CYGWIN,
which provides an x-server under Windows. It is not planned to port Xcdp to Windows.
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Rebecca Rudsar – Norwegian Meteorological Institute, met.no



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

NORWAY NORWAY

100 Technical Memorandum No. 466



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

NORWAY NORWAY

Technical Memorandum No. 466 101



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

NORWAY NORWAY

102 Technical Memorandum No. 466



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

NORWAY NORWAY

Technical Memorandum No. 466 103



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

NORWAY NORWAY

104 Technical Memorandum No. 466



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

NORWAY NORWAY

Technical Memorandum No. 466 105



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

NORWAY NORWAY

106 Technical Memorandum No. 466

In reply to R. Rudsar’s question about plans for observation decoding programs, U. Modigliani stated that he was
unaware of any plans to rewrite the preprocessing software. R. Rudsar had detailed discussions with A.Hofstadler
after the meeting.

M. Pithon, referring to mention of slow communications within applications on Norway’s Linux cluster, asked if the
source of the problems — hardware or software — was known. P. Dando, speaking as a former U.K. met service
member, replied that the delay was likely to have been caused by model communications: there is much swapping
of haloes. Previously, buffered MPI was used; a recent upgrade dispensed with the use of buffers and this seems to
cause the delays.

H. Bjornsson asked why Norway ran two high resolution, non-hydrostatic models (MM5 and UM). R. Rudsar replied
that the MM5 model had been run for approximately five years, but only in conjunction with the Pollution in Towns
project, for very small areas over towns. They are now running the Unified Model (UM), with the agreement of the
UK met. service, and are able to run smaller resolutions too. They do not have the resources to maintain both models;
the MM5 will be discontinued.
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Catalin Ostroveanu – National Meteorological Administration, Romania
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Vladimir M. Dimitrijevic – Republic Hydro-Meteorological Service of Serbia
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Petar Hitij – Environmental Agency of the Republic of Slovenia (EARS)
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Eduardo Monreal – Instituto Nacional de Meteorología
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In response to the request for more disk space in /home, for instance for the maintenance of source code,
U. Modigliani pointed out that larger quotas were available under /ms_perm, though users must be aware that
there are no automatic back ups of this space and must make their own backup arrangements.
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Rafael Urrutia – Swedish Meteorological and Hydrological Institute (SMHI)
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Peter Roth – MeteoSwiss
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Ahmet Erturk – Turkish State Meteorological Service (TSMS)



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

TURKEY TURKEY

Technical Memorandum No. 466 125



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

TURKEY TURKEY

126 Technical Memorandum No. 466



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

UNITED KINGDOM UNITED KINGDOM

Technical Memorandum No. 466 127

Roddy Sharp – Met Office, Exeter



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

UNITED KINGDOM UNITED KINGDOM

128 Technical Memorandum No. 466



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

UNITED KINGDOM UNITED KINGDOM

Technical Memorandum No. 466 129



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

UNITED KINGDOM UNITED KINGDOM

130 Technical Memorandum No. 466

M Pithon asked what the four NEC TX -7 front ends were used for. R. Sharp replied that they were mainly used as
file servers and for interactive job submission, although they can also be used to run anything which is not suitable
for the SX supercomputers.



Report on the seventeenth meeting of Computing Representatives, 19-20 May 2005

CTBTO CTBTO

Technical Memorandum No. 466 131

Gerhard Wotawa – Preparatory Commission for the Comprehensive
Nuclear-Test-Ban Treaty Organization
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Seventeenth Meeting of Computing Representatives

ECMWF, Shinfield Park, Reading, U.K., 19–20 May 2005
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Netherlands Gert-Jan Marseille
Norway Rebecca Rudsar
Romania Catalin Ostroveanu
Serbia & Montenegro Vladimir Dimitrijevic
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Sweden Rafael Urrutia
Switzerland Peter Roth
Turkey Ahmet Erturk
United Kingdom Roddy Sharp
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Jens Daabeck
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Matteo Dell’Acqua
Françis Dequenne
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Helene Garçon
Laurent Gougeon
John Greenaway
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ANNEX 2 ANNEX 2

Programme

Thursday 19 May 2005

09.30 Coffee

10.00 Welcome

ECMWF’s computer status and plans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .I. Weger

Member States and Co-operating States presentations

12.30 Lunch

13.30 Visit of Computer Hall (optional)

14.00 Member States and Co-operating States presentations (continued)

HPCF and DHS update . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .N. Storer

SIMDAT and DEISA projects  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .M. Dell’Acqua

Introduction to ECPDS  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .L. Gougeon

16.00 Coffee

16.30 Planned model resolution upgrade in operations . . . . . . . . . . . . . . . . . . . . . . . . .A. Hofstadler

Graphics update  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .J. Daabeck

The ECMWF Linux cluster: one year on  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .P. Kogel

ECMWF Disaster recovery plans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .F. Dequenne

18.00 Cocktails

20:00 Informal dinner at restaurant

Friday, 20 May 2005

09.00 Member States and Co-operating States presentations (continued)

10.30 Coffee

11:00 User Registration: update on the interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .P. Dando

Results of the survey of external users  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .User Support

12.30 Discussion

13.00 End of meeting


