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Observation errors for sounder radiances SSECMWF

Abstract

This paper uses three methods to estimate and examine atigererrors and their correlations for clear-
sky sounder radiances used in the ECMWF assimilation sysfEme study considers sounder-radiances
from the main instruments currently in use, ie., AMSU-A, I9IRVIHS, AIRS, and IASI. The analysis is
based on covariances derived from pairs of First Guess aalysi® departures. The methods used are
the so-called Hollingsworth/Lonnberg method, a methogkblaon subtracting a scaled version of mapped
assumed background errors from FG-departure covariaacddhe Desroziers diagnostic.

The findings suggest that mid-tropospheric to stratospliemperature sounding channels for AIRS and
IASI and all AMSU-A sounding channels show little or no irtdrannel or spatial observation error cor-
relations, and estimates for the observation error areedtmshe instrument noise. Channels with stronger
sensitivity to the surface show larger observation errorsared to the instrument noise, and some of this
error is correlated spatially and between channels. Skave infrared temperature sounding channels also
appear more prone to spatial observation error correlatidhe three methods show good consistency for
these estimates.

Estimating observation errors for humidity sounding ctelsmppears more difficult. A considerable pro-
portion of the observation error for humidity sounding chels appears correlated spatially for short separa-
tion distances, as well as between channels. Observationestimates for humidity channels are generally
considerably larger than those provided by the instrumeisen

Our statistics suggest that assumed background errorsofoodpheric temperature are inflated (by about
30-60%), whereas there is little indication for backgroenar inflation for stratospheric temperatures.

1 Introduction

In this paper we estimate and examine observation errorshaidcorrelations for clear-sky radiances used in
the ECMWEF system. The assumed observation error covatiéogether with assumed background error co-
variances, play an important role in determining the wedgta given observation in data assimilation systems.
For technical or computational reasons, observation eoegriance matrices used in data assimilation systems
are mostly assumed to be diagonal.

Satellite radiances currently provide the largest inputottay’s data assimilation systems, both in terms of
numbers and forecast impact, but the assumption of uneterkkrror is questionable for these observations.
This is true for spatial as well as inter-channel error datiens. Observation errors used in data assimilation
include errors from the observation operator, and radgidtansfer models are likely to exhibit correlated errors,
for instance due to errors in the spectroscopy or in the asdgas concentrations (e.g., Sherlock 2000). Other
aspects are also expected to lead to correlated obsenations, such as aspects of the instrument design or
calibration, errors arising from the different represémémess of the radiances and the model fields, or even
some common practices of quality control used in the asafioil system. Neglecting spatial error correlations
in the assimilation can lead to sub-optimal analysis erifotise observations are used too densely (Liu and
Rabier 2003).

While there is general agreement that radiances potgnlialle correlated observation errors, relatively few es-
timates of such error correlations are available, esggdrathe case of spatial error correlations. This is partly
due to difficulties with the methods commonly used for sucbregstimation. A number of methods exist that

are based on First Guess (FG) or analysis departures. Wiilwdier input, any such method can only be suc-
cessful in separating FG errors and observation errore iFth error and the observation error show sufficiently
different characteristics (Dee and da Silva 1999). A comignamade assumption is that FG errors are spa-
tially correlated, whereas observation errors are nots iEhihe basis of the so-called Hollingsworth/Lénnberg

method (e.g., Hollingsworth and Lonnberg 1986, Rutherft®72). This method has been applied by Garand
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et al. (2007) who found considerable inter-channel radiaarcor correlations for AIRS data. The assumption
of spatially uncorrelated observation error of coursegalet any estimates for such errors, and it is question-
able in the case of satellite radiances, as outlined aboweth&r method has recently been used to estimate
observation error characteristics based on a consisteagpabtic summarised by Desroziers et al. (2005). The
diagnostic can recover aspects of observation errors gsaethe correlation scales of background and obser-
vation error are sufficiently different (e.g., Desrozietak 2009). The method has been applied to estimate
variances of observation errors, as well as inter-chammel eorrelations (e.g., Menard et al. 2009, Stewart et
al. 2009). As long as the length scales of FG and observatiomseare sufficiently different, the diagnostic
should be able to provide some estimates of spatial obgamatror correlations, but no attempts at calculating
these are known to the authors.

Related methods have been developed for observation aniogtbased on FG or analysis departure statistics,
based on fitting an assumed model for the observation erroglations. Desroziers and lvanov (2001) pro-
posed a method to tune scaling coefficients for the observatiror covariance matrix based on an optimality
criterion for the cost function at the minimum, assuming dbeelations are accurately represented in the ini-
tially assumed observation error covariance. This has beefied by Chapnick et al. (2006) and others for
diagonal observation error covariance matrices. Relate¢kis method is the maximum likelihood estimation
(Dee and da Silva 1999) which directly fits free parametersovBiriance models to FG-departure statistics.
While these methods provide very useful tools, the drawhbadakur case is that little is known about what
covariance models would be appropriate for inter-channgpatial covariance models for satellite radiances.
Using incorrect covariance methods (for instance, assyimintorrelated observation error when error corre-
lations are present in the real data) can lead to undesisedtsén these estimates (e.g., Liu and Rabier 2003,
Chapnick et al. 2006). A less constrained characterisati@nror correlations for radiance data is needed first.

Common methods to counteract spatial or inter-channet eamelations are spatial thinning or error inflation.
Both are applied widely in data assimilation systems (ébgundo et al. 2007, Collard and McNally 2009).
Guidance for selecting optimal thinning scales can be téien Liu and Rabier (2003) who found that thinning
scales of a threshold error correlation value of around @o2lyced the smallest analysis error when error
correlations are neglected and the diagonal observatiorsare not inflated. However, since reliable estimates
of spatial error correlations are lacking for radiance détaning scales currently used are mostly ad-hoc
estimates.

In the present paper we provide estimates for observatimnseaind their inter-channel and spatial correlations
for passive sounding instruments currently used in the EGMWétem. The aim is to provide guidance for the
specification of observation error covariances and thiopsitales in data assimilation. Given the difficulties of
estimating observation errors, we employ three methodsttetbcharacterise the uncertainty inherent in these
estimates. The data used for this study is described in tktesaetion, followed by an overview of the methods
employed. Next, the results are presented by instrumerthéomain radiance sounding instruments used in
the ECMWEF system and for estimates of scaling factors fobtmekground errors. Finally, a discussion and
conclusions are provided in the last section.

2 Data

We will investigate observation error covariances for sterrradiances currently assimilated operationally at
ECMWEF. This encompasses the following instruments: theafsded Microwave Sounding Unit (AMSU)-A,
the Microwave Humidity Sounder (MHS), the High Resolutiorirared Radiation Sounder (HIRS), Atmo-
spheric Infrared Sounder (AIRS), and the Infrared Atmosigigounding Interferometer (IASI).

The statistics presented here are based on FG and analpsigutes for pairs of observations. The obser-
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vations in each pair are required to be less than 1 h apart\iithin one orbit) and originate from the same
instrument on the same satellite. All possible pairs wetkecied over the chosen study period, and the pairs
of observations were then binned by separation distan@eg asbinning interval of 25 km unless indicated
otherwise. This allows one to calculate spatial covarisstaéistics as a function of separation distance. We
mostly assume that the covariance statistics are isotrdffe also checked for departures from isotropy, and
the results are presented where noteworthy departuresisaimpy were found.

The departures were taken from the ECMWF system, using atlyttiat was actively assimilated. We restrict
ourselves to field-of-views (FOVs) for which all channelsaafinstrument are diagnosed as cloud free and pass
further quality control checks. This is in contrast to thagtice employed in the assimilation where the aim
is to identify clear-sky channels rather than clear-sky EOVhe reason for restricting ourselves to clear-sky
FOVs is primarily to simplify the statistics and to harmanike sampling for different channels in order to
estimate inter-channel error correlations. The methodsl@rad for cloud-screening are summarised in the
results section for each instrument.

During the course of this study, we analysed departures ik assimilation experiments performed for dif-
ferent periods, at different model resolution (rangingrfrd255 to T799), and with different thinning intervals
(operational thinning and halved thinning interval). Véhdome seasonal variations in the statistics exist, the
overall results for the observation error covariance estésiwere comparable for these variations, and differ-
ences were usually within the range of results from the thme¢hods considered in this study. The results
presented here are based on data for the 21-day period 2Z®utyi September 2008. The FG and analysis
departures were taken from an assimilation experimentusedl 4-dimensional variational data assimilation
(4DVAR) with a 12-hour observation window, a model resauntdf T799 & 25 km), an incremental analysis
resolution of T2554 80 km), and 91 levels in the vertical up to 0.01 hPa. The versidghe assimilation sys-
tem and the data selection was the same as that used in operatiApril 2009, except that the thinning scale
was approximately halved for all radiance data in our expent. For the results presented here, one radiance
datum is selected per 60 km box for each instrument whereislatailable. This increases the sample size for
our purposes, especially for small separation distances.

We use departure statistics after bias correction, as #westhe departures that primarily influence or reflect
the atmospheric analysis. The bias correction is perfonwithdn the analysis using variational bias correction
(e.g., Dee 2004). Unless indicated otherwise, the biagction uses a linear model for the airmass bias, with
a constant component and four layer thicknesses calcutededthe FG as predictors (1000-300 hPa, 200-
50 hPa, 50-5 hPa, 10-1 hPa). Scanbiases are modelled thaoBighiorder polynomial in the scan-position.
The bias correction will partly correct for errors in the itve transfer, as these tend to introduce large-scale
air-mass dependent biases (e.g., Bormann et al. 2009).

3 Methods

In the following, we describe the methods used in this papestimate the observation errors and their corre-

lations. They are all based on the FG or analysis departatistits from the database of pairs of observations

introduced above. The observation error covariances &eeded to be the sum of all errors relevant to the

interpretation of the radiances in data assimilation. Tmitudes instrument and calibration errors, errors of

representativity (from the representation of differeratles in the horizontal or vertical in the radiances and the
model data), and errors in the observation operator (irerein the radiative transfer used to assimilate the

radiances, such as errors in spectroscopy), as long as alreyniot been addressed by the bias correction. We
will use the term “observation error” to refer to the diagloofthe observation error covariance matrix.
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3.1 Hollingsworth/Ldnnberg

This method is based on the assumption that true backgrowos @re spatially correlated, whereas obser-
vation errors are spatially uncorrelated. As a result, nlag®n errors can be estimated by calculating FG-
departure covariances from pairs of FG-departures as ddanaf separation distance. Observation errors are
estimated by extrapolating the covariance/separati@tioeship from non-zero separations to zero-separation,
so that the FG-departure variance at zero separation tsrgplia spatially correlated part and a spatially un-
correlated component. The latter is assumed to represiemdnily observation error. The method also assumes
that observation and background errors are uncorrelatee nfethod has been applied numerous times to esti-
mate background errors from FG-departures of radiosontieones (e.g., Hollingsworth and Lonnberg 1986,
Rutherford 1972), or, more recently, errors and inter-aeaerror correlations for AIRS radiances (Garand et
al. 2007). A variant of the method has also been used to dstigpatial error correlations in Atmospheric Mo-
tion Vectors (AMVs) from differences between AMVs and ratindes (Bormann et al. 2003). This variant is
not well-suited to radiance data, as standard radiosonsieradtions do not usually reach high enough in the at-
mosphere to perform the necessary radiative transferlasitmos. More details on the Hollingsworth/Lonnberg
method can be found in the above references. The methodenilsbd here to estimate observation errors and
inter-channel error correlations.

To perform the extrapolation to zero distance from non-aeqarations, a correlation function is frequently fit-
ted to the covariance statistics as a function of separdi&iance for non-zero separations. For most data con-
sidered in this paper, the shortest separation distanedaigy small compared to length-scales of background
error correlations. Instead of employing such a corretefimction we therefore subtract the FG-departure co-
variance at the first sufficiently populated non-zero sdmardin from the one for zero separation. We found
this to produce more robust results, as the use of a coorl&iinction gives results that are highly dependent
on the choice of correlation function. The first sufficientlgpulated separation bin is typically in the range of
12.5 - 50 km, and the actual choice is stated by instrumemtamdsults section. As FG-departure covariances
tend to increase with decreasing separation, neglectm@gk of a correlation function introduces an under-
estimation of the spatially correlated part of the FG-deparvariances, and hence an overestimation of the
observation error. On the other hand, the presence of atialbpaorrelated observation error will lead to an
underestimation of the observation error, as such spatiatlations are neglected.

The assumption that observation errors are spatially ueleded is questionable in the case of satellite ra-
diances. Here, the observation error includes the radiatansfer error, and it is expected that this error is
spatially correlated, as errors in the spectroscopy or $Baraed concentrations of atmospheric gases will be
similar for neighbouring observations. Also, aspects ddligg control, such as cloud screening, may lead to
spatially correlated error. However, Garand et al. (200g0@that such radiative transfer or screening errors are
reduced through the bias correction. Nevertheless, itldhHmikept in mind that the Hollingsworth/Lénnberg
method will only be able to estimate the spatially uncoteslgpart of the observation error, and the results will
be questionable if there are indications of significantigbabservation error correlations.

3.2 Background error method

This method uses covariances of FG-departures and subfrach these the assumed background errors,
mapped into radiance space. The background error estirmeaken from the assimilation system, and they
have been derived using the ensemble method as describeshar 2003). The background-error-subtraction

method assumes that observation and background errorqeperelated, and that the assumed background
errors provide good estimates of the true background eribine method is applied here to derive spatial as
well as inter-channel observation error-characteristics
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The spatial and inter-channel background error charatitesiin radiance space were calculated from an en-
semble of 50 random perturbations to short-term forecddsfigvith perturbations consistent with the assumed
background error characteristics. These global pertiatvere calculated at a horizontal truncation of T255,

consistent with the incremental analysis resolution ofas&milation system configuration used in this study.

The perturbations were calculated for the 12-hour anatysike for 1 September 2009 00 Z, in the middle of our

study period. The perturbations were mapped from the aisahgsiables into radiance space using the tangent
linear of the radiative transfer model, assuming nadir ingwconditions. The resulting radiance perturbations

were sampled at the respective observation locations éon#iruments used in this study. Inter-channel back-
ground error covariances and spatial background erroriemaes were derived from these perturbations in the
same way as the FG-departure covariances introducedrearlie

Note that the mapped background errors will be hampered bpcamplete modelling of skin temperature
errors for channels with strong sensitivity to the surfaB&in temperature is not an analysis variable in the
ECMWEF system. Over sea, skin temperatures are prescribedgin a sea surface temperature analysis (Stark
et al. 2007). For our background error computations we aedusn error of 0.4 K for the skin temperature
error over sea, based on in-situ validation of the sea stitEoperature analysis (Stark et al. 2007). This error
is assumed to be spatially uncorrelated. This assumptipnoizably unrealistic, so the mapped background
errors will show unrealistic spatial characteristics fbagnels with strong sensitivity to the surface. For the
same reason, the method is not applied for such channelsamekwhere skin temperature errors are expected
to be larger. More details are provided for the channels @stian.

During the course of this work, spatial characteristicshefiinapped assumed background errors indicated that
the assumed background errors are too large or too small edrepared with spatial FG-departure covariances
for some channels. In cases where the spatial correlatioatgtes appeared nevertheless consistent with FG-
departure covariances, but only the magnitude appeared offannel-specific scaling factor was introduced
to make FG-departure covariances and the mapped backgevtmd more consistent for larger separation
distances. The scaling factor was calculated from data ssearation distances between 200 and 1200 km.
The scaling was only performed when the mapped backgrowod eovariances were larger than the FG-
departure covariances at larger separation distancess igho avoid that the scaling masks indications of
spatial observation error correlations.

Used with scaling, the method becomes an extension of thingielvorth/Lonnberg method: we assume that
background errors dominate FG-departure covarianceggarlaeparation distances, and use as correlation
function the empirical relationship between mapped asdupmaekground errors and separation distance. We
therefore allow for some spatial observation error coti@ta at shorter distances by assuming that the spatial
background error correlations follow this empirical reaship. In the following we will refer to the method
simply as the background error method.

3.3 Desroziers diagnostic
Assuming that variational data assimilation schemes lydatiow linear estimation theory, consistency di-
agnostics can be derived for observation, background aalysis errors in observation space from FG and

analysis departures. These diagnostics have been derndezlienmarised by Desroziers et al. (2005), and here
we make use of the following relationships:

R=E[dad]] )

HBHT =E[dy d}] — E [dad]] )

Technical Memorandum No. 600 5



SSECMWF Observation errors for sounder radiances

whereR is the diagnosed observation error covariance mairis, the diagnosed background error covariance
matrix, H is the linearised observation operatdy,are the background departures of the observatipare the
analysis departures of the observations, Bfdis the expectation operator. Apart from the usual assumgtio
on Gaussian errors and no error correlations between FGlamhation, etc., the diagnostic expressions also
assume that the weight given to the observations in the sisdfyin agreement with the true error covariances.

While primarily introduced as a consistency diagnosticsidgiers et al. (2005) argue that the diagnostic equa-
tions may be used to estimate improved versions of the baakgror observation error covariances. They
point out that the diagnostic equations formulate a fixeistMporoblem, and the solution may be derived at
iteratively by using the diagnosed values in a subsequesimdation, which is then used again to calculate
the diagnositics. The method has been used to estimatevabearerrors and inter-channel error correlations
(e.g., Menard et al. 2009, Stewart et al. 2009). For a simge cDesroziers et al. (2005) show that the method
has the capability of retrieving spatial correlation stanes of observation errors, even if the initial assumed
observation error is uncorrelated. This is possible as &stpe true background errors and the true observation
errors have sufficiently different correlation structur€lhe applicability of the method and its properties in the
case of estimating spatial observation error correlation®alistic assimilation systems is an area of active
research.

In the current paper, we refer to the results of equati@jpar{d @) as the Desroziers diagnostics, and we use the
results as further estimates of improved observation dkdracind errors. The method is used to obtain spatial
as well as inter-channel error correlations. For the ctipaper, we do not use the diagnostic observation error
characteristics in subsequent assimilations, ie., we glkswits only after one iteration of the tuning method
suggested by Desroziers et al. (2005).

It should be noted here that all three methods assume tloas énrthe FG and observation errors are uncor-
related. The assumption, however, is not strictly true. liQuaontrol based on FG-departures is likely to
introduce apparent correlations between FG errors andaigm errors. Representativeness errors in the ob-
servations are also likely to be correlated with FG errorsvétheless, such error correlations are assumed to
be small.

For all three methods, biases have been removed for thstgmfpresented here, either through the variational
bias correction or by subtracting a global mean of residiggds. While the variational bias correction will
ensure that biases between the observations and analgselesa to zero, residual biases can occur between
observations and the FG in cases where there is considdrialsien the forecast model. This is is the case, for
instance, for some stratospheric channels or some wateuwapannels. This aspect needs to be kept in mind
when the results are considered for use in data assimilayistems, as such biases may warrant adjustments to
the observation errors that can be used in data assimilation

4 Results

In the following, we present the results of our analysis fierfive instruments considered here. Unless indicated
otherwise, statistics are shown for data over sea. Resultata over land are also shown for surface-sensitive
channels if any are used for the particular instrument.

4.1 AMSU-A

AMSU-Ais a 15-channel cross-track scanning microwaveaaditer, primarily designed to sound atmospheric
temperature in the 50 GHz oxygen band (e.g., Goodrum et @)2@ provides data sampled at 48 km across-
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track and 52.7 km along-track resolution at nadir. We disaiatistics for the NOAA-18 AMSU-A, as it is
considered the best AMSU-A in orbit at the moment. Channélg &re considered for assimilation at ECMWF,
with channel 5 and 6 rejected over land over higher orograpbwer tropospheric channels are rejected over
sea when the First Guess (FG)-departure for channel 3 ex@&dto avoid regions with a strong cloud or
rain signal (a FG-departure threshold of 0.7 K on channelphdares is used over land). Additional checks
for scattering signatures are also performed. The outdrthoese scan positions of each scanline are rejected

(out of 30 scan positions). Channel 14 is used without biaection to anchor the stratospheric temperature
analysis.

4.1.1 General results

Figurel shows covariance statistics for the FG departures for usedAN18 AMSU-A data (diagonal only)
as a function of separation distance. They show sizeallerelifces between the covariance values at zero-
separation and those at non-zero separation, and the egpedtuction of covariance values with separation
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Figure 1: First Guess departure covariances (black), Degos’ background error diagnostic (red), and mapped back-
ground error covariance (cyan) as a function of separatigstahce for the NOAA-18 AMSU-A channels used in the
ECMWEF system. The number of collocations as a function @fraéipn distance is shown in the last panel; the spikes in
the number of pairs for certain separation distances are wueoiré effects from the binning interval and the AMSU-A
sampling grid. Separation bins with fewer than 5000 obsgéowa are not shown.
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Figure 2: Estimates of spatial error correlations as a funat of separation distance for NOAA-18 AMSU-A for the
channels used at ECMWEF. The estimates are based on Desfodiagnostic (red) and the background error method
(cyan). The number of collocations as a function of separadiistance is shown in the last panel.

distance. Given the size of the difference between zeraraépn and non-zero separation and the fact that
errors in the FG will be spatially correlated, it is alreadyagent that the spatially uncorrelated part of the
observation error for AMSU-A dominates.

The FG-departure statistics are shown together with cteistics calculated from the assumed background
error statistics, and the diagnostic for the backgroundregiven by Desroziers (equatid). For channels
5-8, 11, and 13-14, the sampled background error statestecsomewhat larger than the covariances calculated
from the FG-departures for separations greater than 2080 This suggests that the assumed background
errors are either larger than the true background erroffsabthe average spatial characteristics of the assumed
background error in radiance space are not consistent Ww#treations. The Desroziers-estimated background
errors are, by defintion, smaller than the covariances flar=G-departures. While this means they are also
considerably smaller than the assumed background erhershiape of the reduction with separation distance
is actually fairly similar. It is therefore likely that thessumed background errors are in fact inflated for the
channels in question, whereas the spatial characteraticsonsistent with observations. For channels 9, 10,
and 12, the Desroziers-estimated background errors ayeclase to the sampled background errors.

Figure 2 shows estimates of the spatial error correlations for AMSUObservations. One estimate is based
on Desroziers’ diagnostic (equatid), whereas the other one is based on the background erroocheBoth
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Figure 3: Estimates of observation errors for NOAA-18 AM&ldhannels used in the ECMWF system. The estimates
are based on the measured in-flight instrument error (blatti® observation error assumed in ECMWF’s assimilation
system (grey), the Hollingsworthtdhnberg method (purple, calculated from the difference@departure covariances

at 0 km and 50 km separation), the background error methodn)gyand Desroziers’ diagnostic (red). Also shown are
the standard deviations of FG-departures (dashed grey).

estimates are fairly consistent and give relatively smaitial error correlations for AMSU-A for separations
larger than the thinning scales currently used at ECMWFti@®current operational thinning scale of 125 km,
the correlations are at or below 0.2 for all channels. Chiarhand 6 have slightly higher correlations at short
separation distances, but they are still relatively smadig than 0.3). Channels 5 and 6 have some sensitivity
to the surface and to thick clouds and rain, and these aspegtdead to higher spatial error correlations, for
instance, through the surface emission, undetected cloram or the quality control applied.

Estimates for the total observation errors are summarisdeg. 3. Also shown are the standard deviations
of FG-departures by channel which should provide an uppdt for the observation error, and the measured

a) b) ©)

©O0000000000000000
BPONWORRNNODNNDDO0O
NONONSHONOGHononond

Channel number
Channel number
Channel number

5 6 7 8 9 10 11 12 13 14 5 6 7 8 9 10 11 12 13 14 5 6 7 8 9 10 11 12 13 14

Channel number Channel number Channel number

Figure 4: Estimates of inter-channel error correlations fidOAA-18 AMSU-A. a) Based on the Hollingswortirinberg
method (calculated from the difference in FG-departureacmances at 0 km and 50 km separation). b) Based on the
background error. ¢) Based on Desroziers’ diagnostic. Nbtg the Desroziers diagnostic does not necessarily résult
symmetric matrices; the matrices presented here have bada symmetric by usirg’ = %(Ii +RT).

Technical Memorandum No. 600 9



SSECMWF Observation errors for sounder radiances

QD
=

Channel 5

(=)}
—~

Channel 6

)
~

Channel 7 d) Observation error

1.0 A- 1.0 A= 1.0 H- 0.30 A
— Sea

0.8 —— Land 0.8 - 0.8

0.25 o

0.6 o 0.6 0.6

0.4 - 0.4 o 0.4 0.20
] \\\ ] 4 \W—-—-....__‘

0.15 |
0.0 0.0 0.0

T T T T T T T T T T T T T T T T T T T T T
0 200 400 600 800 1000 0 200 400 600 800 1000 0 200 400 600 800 1000 6

Covariance [KZ]
Covariance [K?]
Covariance [Kz]

Observation error [K]

o
~

Distance [km] Distance [km] Distance [km] Channel number

Figure 5: a) Comparisons of spatial observation error cdatéons as a function of separation distance over land (red)
and sea (blue) from the Desroziers diagnostics for NOAAIUSK-A channel 5. b) As a), but for channel 6. ¢) As a), but
for channel 7. d) Estimates of the observation errors fromBesroziers diagnostic over land (red) and sea (blue).

mean instrument noise which should provide a lower limitteé bbservation error. The estimates for the
three methods employed here are in good agreement, witksvalless than 0.2 K for channels 5-10. For
these channels, the estimates of the observation errort arebelow the mean measured instrument noise.
This is most likely due to sampling and quality control whiefil act to reduce the standard deviations of
the FG-departures which are the basis of the observatiam estimates. The finding nevertheless suggests
that the radiative transfer error for these channels igivelsg small, at least after applying the bias correction
used in the ECMWF system. While intriguing, the latter regitonsistent with the finding that spatial error
correlations appear to be small, as radiative transfereae expected to be spatially correlated. The three
estimates of observation error are much smaller than whatiriently assumed as observation error in the
ECMWEF assimilation system, typically by about 40 %.

There is little evidence of inter-channel error correlasidor AMSU-A (Fig.4). The three methods employed
here consistently give correlations of less than 0.2 batwae® channels. Desroziers’ diagnostic gives the
highest correlations between any channels, with arour@itfiefween channels 5 and 6 and channels 6 and 7.

4.1.2 Land

The statistics presented so far were calculated for dataseageonly; the same analysis has been repeated for
data over land. Due to poor knowledge of the background £and their correlations for skin temperature,
the method of subtracting the scaled mapped backgroundgves poor results, so only the Desroziers diag-
nostic is available to estimate spatial error correlatioks expected, only channels 5 and 6 show appreciable
differences in the observation error estimates, as otharais show little or no sensitivity to the surface char-
acteristics. The Desroziers diagnostic suggests largaareation errors with stronger spatial error correlations
particularly for channel 5 (Figp). The Hollingsworth/Lonnberg method also estimatesdaaipservation errors
(not shown), but the considerable size of the spatial enoetations suggested by the Desroziers method make
the applicability of this method more questionable. Imtieannel error correlations between channels 5 and 6
are also increased slightly over land @$.05). The larger observation error estimates for the serfensitive
channels over land are likely due to larger radiative tranefrors, as a result of a more difficult specification
of the surface emission.
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Figure 6: Diagnostics for NOAA-18 AMSU-A channel 6 over s8d&G-departure covariance statisticsfKas a function

of scan position and scan line difference. The colour scagtieen adjusted to emphasise values for non-zero diffesenc
the FG-departure variance for zero separation is 0.024 I Background error covariance estimates from the Desrszi
diagnostic [K¥] as a function of scan position and scan line difference. £pp but for the observation error correlations.
d) Number of observaton pairs used in thousands. Note tHgtare quadrant of each Figure has been calculated; the
rest is derived from symmetry considerations.

4.1.3 Anisotropy

The error statistics have also been compiled as a functitreafifference in scan position and scan line between
the observation pairs, thus allowing for anisotropy. WIiide most channels FG-departure characteristics or
observation error correlation estimates appear primardfropic, some channels show more complicated pat-
tern. One example is channel 6 which shows some stripinetf®inross-track FG-departure covariances, in
particular larger values for scan-position difference@bbr 22 (Fig.6 a). The pattern is satellite and channel-
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specific; channel 6 on METOP-A, for instance, does not shavsdime pattern (not shown). Nevertheless,
broadly similar characteristics have been found for chienb for some satellites. The reason for the features
is unknown, but the finding that it is satellite-specific seigfg an instrument-related scan characteristic that
is not taken into account by the scan-bias correction. Gterdi with this interpretation, the Desroziers diag-
nostics give a roughly isotropic estimate for the backgebarror for channel 6 on NOAA-18, and attributes
the stripes to correlated observation error (Fidp, c). As shown in our isotropic analysis, observation error
correlations remain small, even with anisotropic featta#en into account.

In summary, after bias correction, there is little evidefmeconsiderable correlated error in the AMSU-A
channels used at ECMWEF, either spatially or between chanegtept for small correlations for the lowest
tropospheric sounding channels. Also, estimated observatrors are considerably smaller than what is cur-
rently assumed in the assimilation. While other aspects megy to be taken into account to set appropriate
observation error covariances and thinning scales (@ftuence of residual biases after bias control, analysis
resolution), it appears that the current choice of obseEmwatrrors and thinning scales used in the ECMWF
system for AMSU-A is rather conservative.

4.2 MHS

We will now analyse data from the MHS instrument on METOP-Ad$lis a 5-channel cross-track scanning
microwave radiometer, with the primary aim of sounding atpieeric water vapour around the 183 GHz water
vapour band (e.g., Goodrum et al. 2009). It provides vengdaampling, with 16 km across-track and 17.6 km
along-track at nadir. The quality control for MHS in the ECNPBystem is as follows: Channels 3 and 4 are
used over sea and low orography, whereas the use of channek$tiicted to data over sea only. No data is
used over sea ice. Cloud or rain affected data are rejected W& departures for channel 2 exceed 5 K. The
outermost 9 scan positions on either side are also not anesidor assimilation (out of 90 scan positions).

4.2.1 General results

Figure7 shows covariances for FG-departures as a function of sepaidistance, compared to the estimates
for the background error covariances from the Desrozieagrdistic and the background error assumed in the
assimilation. The behaviour of the FG-departure covagarngquite different from that observed for AMSU-A:
the covariances are much sharper with separation distesftegting the smaller correlation scales in the FG-
errors for humidity. Also, there is no clear separation lestwvthe FG-departure covariance at zero separation
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Figure 7: As Fig.1, but for MHS on METOP-A with a binning interval of 12.5 km. &laiso the smaller range of
separation distances shown compared to AMSU-A.
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Figure 8: As Fig.2, but for MHS on METOP-A. Estimates for the observation ecamrelations from subtracting values
for the mapped background error covariances from the FGadepe covariances are based on unscaled values. Note
also the smaller range of separation distances shown coetp@ AMSU-A.

and that at non-zero separation. This reflects that theivelabntribution from the instrument error to the
FG-departures is much smaller than was the case for AMSUhgtr(iment errors for MHS are around 0.5 K,
compared to standard deviations at zero separation of . 1.5l Both aspects make it difficult to clearly
separate the FG-departure covariances into a spatialiglated part (which is expected to be primarily due to
FG-errors) and a spatially uncorrelated part (which is olan error). To reflect this, the finer spatial binning
of 12.5 km has been used for the calculation of the FG-degacmvariances.

The mapped assumed background errors and Desroziers'odtagvackground error show relatively good
agreement in terms of the length-scales of the shorteradgadickground error correlations. The assumed
background errors are considerably smaller than the @vess computed from FG-departures or Desroziers’
diagnostic background error estimate. The findings suggkeat the assumed background errors are underesti-
mated, or that some of the observation error for these MH8reHa is spatially correlated.

For short separations<00 km), the estimates of spatial observation error cdiogla for MHS are signif-
icantly larger than those obtained for AMSU-A. Fig@eshows the estimates for spatial error correlations

Channel number

— Instrument error
Assumed observation error
Stdev(FG departures)

—— Hollingsworth/Loennberg
Background error method

—— Desroziers

T T T T
0.0 0.5 1.0 15 2.0
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Figure 9: As Fig.3, but for MHS on METOP-A. Estimates for the Hollingswortiihberg method are based on sub-
tracting the FG-departure covariances from the 12.5 km bovéring 6.25-18.75 km separations) from the FG-departure
variances at zero separation. Estimates for the obsermagiwors from subtracting values for the mapped assumed
background error covariances from the FG-departure coaades are based on unscaled values.
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Figure 10: Estimates of inter-channel error correlatiors METOP-A MHS. a) Based on the Hollingswortbifinberg
method (calculated from the difference in FG-departureac@nces at 0 km and 12.5 km separation). b) Based on sub-
tracting the unscaled mapped background error covariamemfthe FG-departure covariance. ¢) Based on Desroziers’
diagnostic.

obtained from Desroziers’ diagnostic and by subtractireyuhscaled assumed background error covariance
from the FG-departure covariances. Even though there aigdmrable differences between the two estimates,
both indicate correlations close to or above 0.2 for somedla for separations of less than 140 km, the

thinning scale currently used for MHS in the operational BAMsystem.

The estimates of spatial observation error correlatiomdypaflect aspects of representativeness. The analysis
increments in the incremental assimilation system used &ed the mapped background error estimates are
calculated at a resolution of T25580 km), much coarser than the MHS FOV of 16 km (at nadir) andssra
than the model resolution of T79825 km). The mismatch in representativeness between the MP\Sskze

and the resolution of the analysis increments will lead torerof representativeness which are likely to be
spatially correlated. Also, the FG for the FG-departurassisd at full model resolution; any spatial FG-error
correlations on finer scales than allowed by the coarselsisaihcrements will therefore be interpreted as
spatially correlated observation error. Both aspects areghnmore prominent for observations sensitive to the
humidity field with its small-scale variations and FG-egrtiian for temperature-sensitive observations.

Figure 9 gives estimates for the observation error for MHS. As exgcthere is considerable variation be-

tween these estimates. The estimates from the Hollingbit@mnberg method give the lowest observation

errors, as they explicitly neglect any spatial correlatiam the observation error. The values estimated with
the Hollingsworth/Lonnberg method are therefore alss&db to the instrument error. The other two methods
provide estimates that are considerably larger than thirumegnt noise. This is partly a result of the represen-
tativeness issues discussed earlier, but may also be duets i@ the observation operator. The three methods
again provide lower values for the observation error thaatvig currently assumed in the ECMWF system.

Given that the representativeness issues discussed efudield be reflected in the choice of observation er-
rors, our estimates from the Hollingsworth/Lonnberg modtlare, however, not providing useful guidance for

observation error specification for data assimilationesyst for MHS.

Estimates for inter-channel error correlations are shawfig. 10. Again, there is some spread in the estimates
for the error correlations, but all three methods employa@ Ishow significant inter-channel error correlations.
Hollingsworth/Lonnberg gives the smalles values due ¢éorasons discussed earlier.
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Figure 11: a) Comparisons of spatial observation error @ations as a function of separation distance over land)(red
and sea (blue) from the Desroziers diagnostics for METOPHSMhannel 3. b) As a), but for channel 4. d) Estimates of
the observation errors from the Desroziers diagnostic d&ed (red) and sea (blue).

4.2.2 Land

Estimates for observation error covariances over land simyslight differences compared to the findings over
sea. Only channels 3 and 4 are used over Land. The Desromgrsodtic suggests slightly larger observation
errors over land than over sea for these channels, but kpatidger-channel error correlations are similar (e.g.,
Fig. 11).

In summary, our analysis gives indications for considerabter-channel and some spatial observation error
correlations for the three MHS channels used in the ECMWEesy®ver land or sea. While the estimates for
the observation errors are lower than what is currently uisdde assimilation, some error inflation appears
justified to counteract the effect of neglecting observagaor correlations in the system.

4.3 HIRS

Next, we present results for the HIRS-4 instrument on METRORHIRS is a 20-channel radiometer, with
channels in the infrared and visible part of the spectruigy (&oodrum et al. 2009). Sampling is 26 km across
scan and 42.2 km along scan at nadir. The quality controliegpb HIRS data in the ECMWF system is as
follows: Channels 4-7, 11, 14, and 15 are assimilated overwshereas channel 12 is used over sea and land
areas with low orography. Cloud screening is based on chadtke FG-departures and inter-channel gradients
to identify clear channels (Krzeminski et al., 2009). Thesghoutermost scan positions on either side in each
scan are excluded (out of 56). The standard model used iretiegional bias correction for HIRS is modified
for channels 14 and 15 to include a predictor that is zerandunight-time and the cosine of the solar zenith
angle during daytime (Bormann et al. 2008).

4.3.1 General results

Spatial FG-departure covariances for HIRS are shown inEgChannels 4, 5, and 15 show a clear separa-
tion into spatially correlated and spatially uncorrelapedit. However, for channels 4 and 5 the FG-departure
covariances for the 25 km separation bin (the bin with thetesbseparations) are already considerably larger
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than the 50 km bin, possibly due to very small-scale coiiaiat for the observation error. For the other
temperature channels (5, 6, 7, and 14) and the water vapamnels (11 and 12) the separation between
spatially correlated and spatially uncorrelated part i HG-departure covariances is much less clear: the
covariances increase rather smoothly with decreasingatipa distance. This makes the application of the
Hollingsworth/Lonnberg method questionable, especialthe case of the water vapour channels which suffer
from the same issues as outlined in the case of MHS. The emas of the mapped assumed background er-
rors show a similar behaviour compared to the FG-departwari@nces as found for AMSU-A and MHS: for
the lower temperature-channels, assumed background eqppear slightly too large, similar to what was seen
for the lower-peaking AMSU-A channels, and for the waterorapchannels, the mapped assumed background
errors are at or below the FG-departure covariances.

Estimates for spatial observation error correlations arallor the long-wave temperature sounding channels,
except for very short separation distances of less than t25wkhere they can exceed 0.2. For channel 7,
the background error method gives slightly negative cati@mhs around 200 km separation - most likely an
artifact of insufficient scaling or poor representation tué spatial characteristics of skin temperature errors in
our mapped background errors. Otherwise, estimates foiakpaservation error correlations are similar for
the two methods for the long-wave channels. For the shovewemperature channels 14 and 15, there is some
disagreement between the Desroziers diagnostic and thiefresn the background error method for the spatial
observation error correlation. The Desroziers diagnagties broad correlations for both channels, reaching
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Figure 12: As Fig1, but for HIRS-4 on METOP-A.
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Figure 13: As Fig2, but for HIRS-4 on METOP-A.

0.2 at around 300 and 400 km, respectively. For channel &bdlokground error method instead gives much
smaller estimates. For channel 15, the background errdradetiso indicates sizeable error correlations, albeit
smaller than suggested by Desroziers. For this channekdtmmated error correlations for the background
error subtraction method do not appear to converge to zetto inéreasing separations. This is likely due
to insufficient scaling of the assumed background errorhasstaling is calculated with the assumption that
observation error correlations are small for separatistadces larger than 200 km. A smaller scaling factor
would give more appropriate convergence to zero, leadingrg@r estimates of observation error correlation,
in better agreement with Desroziers’ diagnostic. It appéhat the short-wave channels are more prone to
spatially correlated errors, possibly due to poorer spsctipy or due to contributions of other atmospheric
gases that are held constant in our radiative transfer legilcns (e.g., CO). For the water-vapour channels (11
and 12), the Desroziers diagnostic gives similar spatiareorrelations as found for MHS, with considerable
error correlations for short distances. For channel 11b#wkground error method gives again some artifacts,
either due to insufficient scaling of the mapped backgrounar €haracteristics or due to a misrepresentation
of spatial scales in the mapped assumed background error.

Estimates for the size of the observation errors for HIR&aWsreasonable agreement between the four meth-
ods used (Fid4). For channels with the clearest separation of FG-depadovariances into spatially corre-
lated and spatially uncorrelated part (4, 5, 15), the esémare close to or even below the instrument noise.
Again, values below the instrument noise are likely a restisampling and quality control. The finding
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Figure 14: As Fig.3, but for HIRS-4 on METOP-A. Estimates for the Hollingswfrtinnberg method are based on sub-

tracting the FG-departure covariances for the 25 km separabin from the FG-departure variances at zero separation.
Estimates for the instrument noise have been converteddbthess temperature errors using the channel-specifiamea
observed temperature.

that the estimates are close to the instrument noise sgtedtthe radiative transfer error is small after bias
correction. For channels more sensitive to the surfaceeontiiter vapour channels, the estimates for the ob-
servation error are larger than the instrument noise, niladt/ldue to contributions from radiative transfer or
representivity error. The exception is the estimate fromHollingsworth/Lonnberg method for channel 12.
Here, the estimate is below the instrument noise; howdvwergstimates for the water vapour channels from the
Hollingsworth/Lénnberg method are considered less mldiaue to the problems outlined for MHS. All esti-
mates for observation errors are significantly smaller tharobservation errors currently assumed, especially
for temperature-sounding channels where the estimatesbare a quarter of the currently assigned error.

The three methods employed consistently suggest sizedbtechannel error correlations for HIRS-4 (Figf).
Particularly the lowest-peaking temperature channel§,(&nd 7; 7 and 14) and the short-wave channels (14,
15) show correlations of 0.6 or higher for at least two metho@€loud contamination, cloud screening, or
errors in the surface emissivity are likely to contributethics. The water vapour channels also show some
inter-channel error correlations, but only of about 0.8-0.

4.3.2 Anisotropy

The Desroziers diagnostic has also been used to investgateaspects as a function of difference in scan
position and scan line, in order to check for anisotropicrabi@ristics. Again, most channels show primarily
isotropic features. However, channels 14 and 15 show additistructures. These are already aparent in
FG-departure covariance statistics which show a cleguistyj alternating between slightly higher and slightly
lower values with the difference in scan position (e.g., E®a). In addition, channel 15 exhibits higher FG-
departure covarariances between scan positions locatedds the edges of the swath. NOAA-17 HIRS data
does not show the striping features to the same extent, dmshbws higher FG-departure covariances between
scan positions located towards the edges of the swath fenaison pairs with small scanline differences (not
shown). The Desroziers diagnostic attributes the additistructure primarily to correlated observation errors,
although it also shows some anisotropic behaviour for thienates of the background error (Fig6 b, c;
note that the cross-track sampling for HIRS is finer than tbegtrack sampling, so the x- and y-axis scales
correspond to different spatial scales). The latter pbsséflects that the weighting function for scan positions
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Figure 15: As Fig.4, but for estimates of inter-channel error correlations fETOP-A HIRS-4. Estimates for the
Hollingsworth/lonnberg method are based on subtracting the FG-departwar@nces for the 25 km separation bin
from the FG-departure variances at zero separation.

located towards the edges of the swath will be shifted in #rical due to the higher viewing angles. The
reason for the pattern in the observation error correlatire unknown, but the characteristics suggest that
they originate from the instrument design or the integratibthe instrument on the satellite.

In summary, our analysis gives indications for considerabter-channel error correlations and some spatial
error correlations for the HIRS instrument. The use of sohahinflated observation errors in the assimilation
appears therefore justified to counteract neglecting tegse correlations.
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Figure 16: Diagnostics for METOP-A HIRS channel 15 over s8&G-departure covariance statistics fKas a function

of scan position and scan line difference. The colour scatelieen adjusted to emphasise values for non-zero diffesenc
the FG-departure variance for zero separation is 0.024 i) Background error covariance estimates from the Desrszi
diagnostic [K¥] as a function of scan position and scan line difference. £p} but for the observation error correlations.
d) Number of observaton pairs used. Note that only one quddrseach Figure has been calculated; the rest is derived
from symmetry considerations. Also, the Figures show omtsies for which more than 5000 observation pairs were
available.
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4.4 AIRS and IASI

We will now discuss the results for the advanced infrarechdets, AIRS on Aqua and IASI on METOP-A.
AIRS is an infrared radiometer on Aqua with 2378 channelgedag the infrared part of the spectrum in three
bands, 650.0 - 1136.6 cmh, 1217.0 - 1613.9 cm' and 2181.5 - 2665.2 cn (Aumann et al. 2003). AIRS

is flown together with an AMSU-A, and>33 AIRS FOVs are sampled per AMSU-A FOV. At ECMWEF, only
the warmest FOV within an AMSU-A FOV is considered for astion, as it is expected to be clearest. The
outermost 9 scan positions on either side of the scan arecatdoded. IASI is an Interferometer with 8461
channels covering the spectral interval from 645 - 2760 tmith a spectral sampling of 0.25 crh (Chalon

et al. 2001). IASI provides 22 FOVs within an AMSU-A FOV; only the first of these is considérfor
assimilation at ECMWF (Collard and McNally 2009). The scasifions corresponding to the outermost three
AMSU-A scan positions on either side of the scan are alsaeed. Up to 119 AIRS and 175 IASI channels are
used in the assimilation configuration used in this studystmbthese are in the long-wave ¢8and (Fig.17).
Cloud screening for both instruments follows the scheme oIy and Watts (2003) which aims to identify
clear channels based on evaluating FG-departure sigsatlitee scheme is applied to temperature-sounding
channels; for the water-vapour band, the cloud-screesitigked to the results from the temperature-sounding
channels. No IASI radiances are used over land, whereas 4§ A0RS channels not sensitive to the surface
are assimilated over land. The standard model used in thatieaal bias correction is modified for AIRS
channels 1921 to 1928 to include a predictor that is zerandumight-time and the cosine of the solar zenith
angle during daytime (Bormann et al. 2008). Also, no airgnaias correction is used for window channels
(325 - 914 for AIRS, 380 - 1180 for IASI). Further informati@m the initial assimilation of AIRS and IASI
data can be found in McNally et al. (2006) and Collard and MEN&2009), respectively.
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Figure 17: a) Wavenumbers [crh] of the AIRS channels used in the ECMWF system as a functiomaminel index in
the list of 119 channels. The top axis gives the values oftselAIRS channel numbers for further orientation. b) As a),
but for the 175 used IASI channels.
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Table 1: Groups of channels showing similar observatiowecharacteristics for AIRS and IASI.

Group Description AIRS channel numbers | IASI channel numbers
number (wavenumbers [cm']) (wavenumbers [cm'])
1 Long-wave CQ, 7-251 16 — 249
upper temperature-sounding (651.05 — 721.54) (648.75 — 707.00)
2 Long-wave CQ, 252 — 355 252 — 445
lower temperature sounding (721.84 — 753.06) (707.75 — 756.00)
3 Long-wave window channels 362 - 870 457 - 921
(755.36 —948.18) (759.00 — 875.00)
4 Water vapour channels 1329 - 1740 2889 - 3110; 5318, 5399,
5480
(1251.36 — 1513.83) (1367.0 -  1422.25;
1990.0, 19945, and
2014.75)
5 Short-wave window channels 1865 — 1882
(2181.5-2197.0)
6 Short-wave temperature sounding| 1897 — 1928
(2210.85 —2240.03)

4.4.1 General results

The channels of each of the instruments can be broadly gdompe six groups that show different behaviour
for the observation error covariance estimates. The gratpsummarised in Tableand they will be further
introduced below. The table also shows which channel rangeytoups are mostly covering; note that this
separation should not be taken too strictly, as the groupdagyfor some channels.

The first group of channels is characterised by spatial H@&dere covariances that show a very clear sep-
aration between a very small spatially correlated part antlieh larger spatially uncorrelated part (see, for
example, Figured8 a-c). Just under half the channels used for each instrura#énibto this group; they are
the stratospheric to mid-tropospheric long-wave tempegasounding channels. The estimated observation
errors and their correlations show excellent agreememtdmat the three methods. The size of the observation
errors is close to the instrument noise which completely idates the FG-departure variances (Figut@s
and20). The channels show virtually no spatial error correlaioight up to the smallest separation bin used
(Figures21 and 22), and small or no inter-channel error correlations (Fig@d@to 28). Similar to the case

of AMSU-A, it appears that the radiative transfer error mfias correction is comparatively small. As in the
case of similar AMSU-A channels, the spatial charactesstf the mapped assumed background errors are
typically consistent with the FG-departure covariancesomnewhat too large.

The second group of channels that share common characteriistthe observation error covariance esti-
mates are lower-peaking temperature sounding channekleitohg-wave band with weak sensitivity to the
surface (surface transmissions of less than 0.2). Whanglisshes this group is that the three methods con-
sistently indicate the presence of some inter-channel eooelations between channels within this group
(Figures23to 28). The size of these error correlations varies with chania@l, primarily in the range of
0.2 to 0.6, with the most surface-sensitive channels gitireghighest inter-channel error correlations. The
Hollingsworth/Lonnberg method and the background errethod show remarkable agreement for the inter-
channel error correlation estimates, whereas the Dessadi@gnostic tends to yield slightly lower values that
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are still consistently non-zero.

The spatial FG-departure covariances for group two showa cgleparation into a spatially uncorrelated and a
spatially correlated contribution, with the latter beimgatively larger than for the first group (see, for example,
Fig. 18d). The mapped assumed background error covariances apgaanally too large when compared to
the spatial FG-departure covariance statistics, and agoal down to around 0.3 is required for the lowest-
peaking channels to make the two consistent. NeverthdlEsoziers’ diagnostic and the background error
method give only weak spatial error correlations that stelgw 0.2 even for the shortest separations and tail
off rapidly (Figures21 and 22). Consequently, the three methods employed here give wmilasresults for

the size of the observation errors which are close to ortijigthhove the instrument noise (FigurEdand20).

The third group of channels are long-wave window channell aisurface transmission above 0.2. For these
channels, FG-departure variances at zero separationaredaminated by a spatially uncorrelated component,
as can be seen from the large difference between the valzescaseparation and the first non-zero separation
bin (see, for example, Fig8e). The mapped assumed background errors are, howeveraljgoensiderably

too large compared to the FG-departure covariances fozeamseparations, and the functional shape of the
mapped background errors is such that no single scalingrfaah be found to make the two curves consistent
with each other. This is largely because the skin temperdiackground error has been modelled as spatially
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Figure 18: As Fig.1, but for a selection of channels from AIRS on Aqua. The satiaing interval is 12.5 km, and the
wavenumbers for the selected channels are given in thefigach plot.
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Figure 19: Estimates of observation errors for AIRS chasnmed in the ECMWF system. The estimates are based on
the measured in-flight instrument error (black, convertedtightness temperature errors using the US Standard At-
mosphere), the observation error assumed in ECMWF's aksdion system (grey), the Hollingswortlyhnberg method
(purple, based on subtracting the FG-departure covariarfoe the 12.5 km separation bin from the FG-departure vari-
ances at zero separation), background error method (cyamj,Desroziers’ diagnostic (red). For some channels, tssul
from the background error method are not shown due to faibfrthe method (see text for further details). Also shown
are the standard deviations of FG-departures (dashed gréyle lower x-axis gives the channel numbers for selected
channels, whereas the upper x-axis shows wavenumbersfeotresponding channels.
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Figure 20: As Fig.19, but for the IASI channels used in the ECMWF system. Estinfiatehe Hollingsworth/bnnberg
method are based on subtracting the FG-departure covadarfor the 50 km separation bin from the FG-departure
variances at zero separation)
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nels, results from the background error method are not shdwento failure of the method (see text for further details).
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Figure 22: As Fig.21, but for METOP-A IASI channels used in the ECMWF system. thaten contrast to AIRS, the
first populated separation bin for IASI is 50 km, comparedh®12.5 km bin for AIRS.
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uncorrelated, whereas true background errors in skindeatpre are likely to be spatially correlated. The
mapped background errors therefore show a too sharp decndthsseparation distance for shortest separation
distances. Given the limitations in modelling the spatid@h $emperature error characteristics, the background
error method is not applied for this group of channels. Dasre’ diagnostic therefore is the only method that
provides estimates for spatial observation error coigglatfor these channels, and it indicates small spatial
correlations in the range of 0.2-0.4 for the 12.5 km sepamalin for AIRS, and rather small but broad and
consistently non-zero correlations of around 0.05-0.1obdy500 km (Fig21). Estimates of the observation
error are around 1.5-3 times the instrument noise, withoreasde agreement between the values from the
Hollingsworth/Lonnberg method and the Desroziers diagns (Figuresl9 and20).

The most striking characteristic of the channels in groupdtare the rather strong inter-channel error corre-
lations suggested by Hollingsworth/Lonnberg as well asrbeers (Figure@3to 28). For IASI, practially all
channels show error correlations between each other, aitles between 0.65 and 0.9. Again the Desroziers
diagnostic tends towards smaller values in this range,haubltock of correlated errors is very consistent with
the estimate from Hollingsworth/Lonnberg. For AIRS, thed of inter-channel error correlations is less strik-
ing, but the group nevertheless exhibits error correlatioetween channel pairs within this group of 0.35-0.95.
Channels from this group also show error correlations whdgnnels from the second group to varying degree,
typically in the range of 0.2-0.6.

The fourth group of channels are the water-vapour chanwéls7 AIRS channels and 10 IASI channels. These
channels show many of the characteristics already notethéoHIRS or MHS water vapour channels. The
spatial FG-departure covariances exhibit no clear sdparaf the variances at zero-separation into a spatially
correlated and a spatially uncorrelated part - the tramsiis fairly smooth (see, for example, Fig8 f-h).

The spatially uncorrelated part of the observation errdess dominant for the FG-departure variances than
was the case for the temperature-sounding channels. Tagais partly because instrument errors are much
smaller compared to background errors for these channelslASI, instrument errors are around 0.2 K, and
for AIRS they are even smaller, compared to background ®that are of the order of 1 K for mid- and upper-
tropospheric water vapour channels (e.g., EBg,h). Given the steep slope of the FG-departure covariances
with separation distances, spatially uncorrelated olagienv error contributions of less than 0.4 K would be
extremely difficult to detect with the Hollingsworth/Loberg method for these channels. As in the case of
MHS, the Desroziers diagnostic as well as the backgrounat enethod suggest some spatial observation
error correlations for short separations, with values icess of 0.6 for the 12.5 km separation bin for AIRS
(Figures21land 22). They fall off fairly sharply to mostly less than 0.1 at 12% bor further. Representativeness
issues are likely to be a contributing factor to these apiagatial observation error correlations. Consequently,
the estimates for the total observation error for the AIRBN&I water vapour channels are considerably above
the instrument noise, by a factor of 3-4 (Figutesand20). As seen for MHS or HIRS, the three methods
employed here indicate sizeable inter-channel error [atives for some of the water vapour channels, with
many values between 0.6 and 0.9 (Figuz28so 28).

The fifth group are short-wave window channels that are osédudrom the AIRS instrument. These channels
show similar characteristics as the long-wave window ckmim group three, in particular rather strong inter-
channel error correlations. The Desroziers diagnosticthadHollingsworth/Lonnberg method consistently
estimate these to be frequently above 0.7 between mostgfaitsannels in this group, and around 0.25-0.6
between channels from this group and the long-wave windammbls (Figure23 and25). The method of
scaling the mapped assumed background errors again givealistic results, due to poor modelling of the
spatial characteristics of the skin temperature error.réhelts of this method are therefore not shown.

Group five shows additional characteristics to the onesangitwo, suggesting a spatially correlated radiative
transfer error. Whereas for the long-wave window chanrtedsmapped assumed background error covari-
ances at larger separation distances were consistenthabale the FG-departure covariances, there are many
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Figure 23: Estimates for inter-channel error correlatiofts the AIRS channels used in the ECMWF system, based on the
Hollingsworth/Llonnberg method.
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Figure 24: Estimates for inter-channel error correlatiofts the AIRS channels used in the ECMWF system, based on the
background error method. Values for channels for which te¢hod produced poor results appear white.
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Figure 25: Estimates for inter-channel error correlatiofte the AIRS channels used in the ECMWF system, based on
Desroziers’ diagnostic.
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Figure 26: Estimates for inter-channel error correlatiofts the METOP-A IASI channels used in the ECMWF system,
based on the Hollingsworthfinnberg method.
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Figure 27: Estimates for inter-channel error correlatiof the METOP-A IASI channels used in the ECMWF system,
based on the background error method. Values for channelgticch the method produced poor results appear white.
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Figure 28: Estimates for inter-channel error correlatiof the METOP-A IASI channels used in the ECMWF system,
based on Desroziers’ diagnostic.
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channels in group five for which they are closer to or even belbw the FG-departure covariances (see, for
example, Figl18i,j). This is particularly the case for channel 1875 (219606 1). The channel also stands
out in the estimates for spatially correlated error from Bresroziers diagnostic (Fi@l), where it exhibits
very strong and very broad observation error correlatibas are still above 0.3 at 1000 km separation. Fur-
ther investigations reveal that the channel is very close @D line, and variations of CO are not taken into
account in our radiative transfer model. As CO is not welkexi, but rather shows strong hemispheric differ-
ences which would not project well onto our bias-correctimodel, this leads to a large and correlated radiative
transfer error. Most channels in this group have some $déhsito CO, contributing to larger and broader
spatial error correlations as estimated from the Desrezignostic. However, it should also be noted that the
Desroziers diagnostic for the background error in radiapaee is extremely small for channels in this group,
and a skin temperature error well below 0.1 K would be reguiceachieve this, which appears unrealistic for
the SST analysis used in the ECMWF system. The Desrozietsoahtill be unable to successfully estimate
observation or background errors when the scales respeglsenboth are too similar. The indicated spatial
correlations in the observation error make it more simavhat is expected for background error correlations,
so the results from the Desroziers method should also ba taitke caution for this group.

The last group are lower-peaking short-wave temperatuwredog channels, again only used for AIRS. These
show largely similar characteristics as the lower-peakimgy-wave temperature sounding channels in group
two, with observation errors close to or slightly above th&riument noise (Fidl9), and some inter-channel
error correlations for the three estimation methods usesl (fégure23to 25). Interestingly, error correlations
between channels from this group and channels from groupateaelatively small, suggesting a different
origin for the error correlations. In contrast to the chdsrie group two, the channels in group six appear to
exhibit broader spatial error correlations, in excess 2ffor the shortest separation bin and tailing off only
fairly slowly with separation distance (Fi@l). This is similar to the behaviour for the HIRS short-wave
channels 14 and 15 located in the same spectral region @Ga240.0 and 2235.0 cm, repectively, Figl3),
and may be due to spectroscopy errors for this spectralimagi@ther absorbers not allowed to vary in the
radiative transfer calculations.

The estimated observation errors for AIRS and IASI are gidlyelower than the ones currently used in the
ECMWEF assimilation system (with the exception of channéls 1162 for AIRS; Figure49 and20). This is
particularly the case for the surface-sensitive and windbannels, for which the assumed observation errors
are about five times the estimates found in this study. THieats a cautious approach for these channels,
justified due to the smaller atmospheric temperature signtdese channels in clear-sky cases and also due
to the inter-channel error correlations found for thesenaleé which are currently neglected in the ECMWF
assimilation system. The step in the assumed observationfeom 1.0 K for the stratospheric channels to
0.4 K for the tropospheric channels seems somewhat asbiti@or most of the mid to upper tropospheric
channels (151 - 299 for AIRS and 191 - 366 for IASI), the asslioieservation errors are actually fairly close
to the the observation error estimates obtained in thisystiiby are the closest encountered for any of the
instruments investigated here.

4.4.2 |ASI-specific results

In the case of IASI, another aspect evident from the estisnaitinter-channel error correlations is worth men-
tioning. The three methods consistently estimate non-ees correlations for the first off-diagonal element in
the inter-channel error correlation matrix for many chdsiieigures26 to 28). This is due to the apodization
used for IASI, which leads to non-zero error correlationsdioannels that are up to two channels apart and
which are strongest for directly neighbouring channelse @&ffiect of this is clearly visible in the statistics: two
triplets of channels that are direct neighbours stand otit @riror correlations of 0.7-0.75, whereas channels
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Figure 29: Diagnostics for METOP-A IASI channel 360 (734cT5 1) over sea. a) FG-departure covariance statistics
[K?] as a function of scan position and scan line difference. 3¢ position used is the one provided in the disseminated
data, with values from 0 to 119. The colour scale has beensteljuto emphasise values for non-zero differences; the
FG-departure variance for zero separation is 0.064 k) Background error covariance estimates from the Desrszi
diagnostic [K¥] as a function of scan position and scan line difference. £pp but for the observation error correlations.

d) Number of observaton pairs used. Note that only one quadrzaeach Figure has been calculated; the rest is derived
from symmetry considerations. Also, the Figures show omtgies for which more than 5000 observation pairs were
available.

that are one channel apart show error correlations of arOu2&+0.35 in the absence of further error correla-
tions due to other reasons. Neighbouring channels wer@alig excluded in the 1ASI channel selection for

Numerical Weather Prediction (Collard, 2007), but the cleds in question were later added for monitoring
purposes.

Almaost all IASI channels exhibit a peculiar pattern in the-B&oarture covariances when analysed as a func-
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tion of the difference in scan line and scan position. Thes@mances show a chessboard pattern of lower
and higher FG-departure covariances as seen in20ig. for channel 360 which shows it the clearest. Note
that always the same IASI FOV position within an AMSU-A FOVused at ECMWF. Using the IASI scan
position numbering from 0 - 119 within an AMSU-A scan line @®vided in the disseminated data), the
FOVs currently selected at ECMWF are multiples of 4. Possdighin position differences for our analysis are
therefore also multiples of four. The feature also showssuwiggles in the isotropic analysis of FG-departure
covariances at short separation distances, such as théndrigs18 (not shown). The magnitude of the feature
is dependent on the channel, but practically all channedsvsit least a hint of this feature (Fig0). The
Desroziers diagnostic attributes the feature to a patteaiternating positive and negative observation error
correlations (Fig29 c). The chessboard feature has also been observed in F@tdepzovariances obtained
at the Met.Office (Cameron 2009, pers. communication).

The pattern is very small compared to the instrument noisearent from rather small estimated observation
error correlations), and it is of no concern to the assimoitabf the data. The feature appears to correlate with
the direction of the movement of the corner-cube mirror eflthSI interferometer (Fiedler 2009, pers. commu-
nication). The current understanding is that this is the évidence of the existence of pseudo-noise (“ghosts”)
caused by micro-vibrations of IASI's beam splitter (Blugiat2009, pers. communication). Such effects are
expected for instruments like IASI. The beam splitter isdix@ one side to the optical bench and displays a
slight periodic variation in position with respect to themer-cube motion. This leads to slight variations in the
spectral characteristics which appear as pseudo-noisasistent with this explanation, investigations at the
Met.Office found that the chessboard effect is almost zaerthfuse I1ASI FOVs that project onto the bottom of
the beam-splitter where the effect of the vibrations is gnals this is where the beam splitter is attached to the
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Figure 30: Strength of the chessboard pattern in the FG-diepa covariances as a function of channel numbef][K
The strength has been calculated as the mean differenceéetilve two populations given by the chessboard pattern of
high and low FG-departure covariances (excluding the valaiezero separation).

Technical Memorandum No. 600 35



SSECMWF Observation errors for sounder radiances

optical bench. That is, selecting the 3rd or 4th IASI FOV witthe AMSU-A FOV minimises the chessboard
effect. It is remarkable that the monitoring against the B® detect such small effects which so far have not
been picked up in careful monitoring of the instrument’'siragring data. Our investigations also confirm that
the effect is as small as expected.

4.4.3 Comparison to results from Garand et al.

The estimates for observation errors and inter-channel eorrelations for AIRS can be compared to those
obtained by Garand et al. (2007). A stringent comparisorifficult due to different channel selections. Nev-
ertheless, our results are consistent with Garand et ab.7{2@r most channels of group one, both in terms
of the size of observation errors and the lack of significatérichannel error correlations. For lower-peaking
temperature sounding or window channels in the longwaveu(mg two and three), Garand et al. (2007) also
find significant inter-channel observation error correlasi, but their estimates are larger than in the present
study, also with larger observation errors. The situatfosirilar for the water vapour channels. The reasons
for the differences are unclear, but may be due to differentthe approach to bias correction (variational with
air-mass predictors vs static with observed brightnespégatures as predictors) or the cloud detection. Un-
detected cloud contamination may lead to larger observatimrs which appear correlated between channels
in the Garand et al. (2007) study, or too strict FG-deparaged cloud detection may give overly optimistic
observation errors in the present study. For the short-wardow channels, our estimates of observation er-
rors are again lower than presented in Garand et al. (2007hb finding of substantial inter-channel error
correlations is consistent.

4.5 Findings for assumed background errors

While our main focus is the characterisation of observagioar covariances for sounder radiances, our analysis
also provides information on the assumed background eowairiances. As already mentioned, the spatial
correlation characteristics of the assumed backgrourmtsemapped to radiance space appear, on average,
consistent with FG-departure covariances, at least fopégature-sounding channels. However, there were also
indications that the magnitude of the background errorearpoccasionally overestimated. To address this,
the background error method produces channel-specifimgdalctors which have been derived by matching
spatial FG-departure covariances with assumed backgmuads mapped into radiance space. The Desroziers
diagnostic 2) provides estimates of background error covariances nehpye radiance space directly. A
channel-specific scaling factor can also be derived whickcines the spatial background error covariance
estimates from the Desroziers diagnostic with the assuraekigoound errors mapped into radiance space.

Figure 31 shows an intercomparison of the scaling factors for the fgpaeind errors for all temperature-
sounding channels of the various instruments used in thidysas a function of the peak of the weighting
function. There is considerable consistency in broad featof these scaling factors between different chan-
nels and instruments. Some scatter is to be expected, agéhkeop the weighting function is only a crude
measure of the sensitivity of the channel in the verticalali®g factors are typically around 0.6-0.8 for the
troposphere, indicating an inflation of the assumed backgtcerror in this area. In contrast, for most of the
stratosphere, scaling factors are around 0.9-1.0, suggé#tle or no inflation of the background errors. Not
surprisingly, there is good consistency also between thkngcfactors from the background error method and
those obtained with the Desroziers diagnostic. The Desr®ziiagnostic tends to produce smaller scaling fac-
tors, as the assumption on spatially correlated observatimrs is more relaxed for this method, so less of the
FG-departure covariances is attributed to background.erro

The agreement for humidity scaling factors is less good eetwdifferent instruments, even though the back-
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Figure 31: a) Scaling factors for the background errors foettemperature sounding channels used in this study, as
derived in the background error method. The scaling factmes plotted as a function of the peak of the weighting
function for the various channels. Different symbols andeecoding indicate the four temperature-sounding instient
considered in this study, as given in the Figure legend. Nio#¢ the scaling factors in the background method are
restricted to values less than or equal to one. b) As a), husdaling factors for the background errors as derived from
the Desroziers diagnostic.

ground error method and the Desroziers-derived scalingraagain agree fairly well. Scaling factors range
from around 0.8 for the AIRS water vapour channels to 1.1ah®1.2-1.6 from the Desroziers diagnostic for
the HIRS water vapour channels and MHS, respectively.

5 Conclusions

In the present study we have estimated observation errdrtheir spatial and inter-channel error correlations
for clear-sky radiances from the main sounding instrumeuntsently assimilated at ECMWF. The findings are:

e AMSU-A shows little spatial or inter-channel observatianoe correlations for all channels used in the
assimilation. Estimates of the observation error are clogbe instrument noise. The current use of
thinning scales and observation errors appears very o@tser for AMSU-A.

e Mid-tropospheric to stratospheric temperature soundivannoels for AIRS and IASI also show little or
no inter-channel or spatial observation error correlati@md estimates for the observation error are close
to the instrument noise.

e The finding that observation errors for mid-tropospheristtatospheric temperature sounding channels
for the longwave infrared or the microwave instruments aragarable to the instrument noise suggests
that the radiative transfer error is small after bias cdivecfor these channels.
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e Channels with stronger sensitivity to the surface showelaapservation errors compared to the instru-
ment noise, and some of this error is correlated spatialtiytsatween channels. This is particularly true
for the infrared instruments (HIRS, AIRS, and IASI), butal® a lesser extent, for AMSU-A. Residual
cloud contamination may be a contributing factor to thigrdred window channels can exhibit very high
inter-channel error correlations of more than 0.7.

e Short-wave infrared temperature sounding channels appesgg prone to spatial observation error cor-
relations, probably a result of larger errors in the spaciwpy (e.g., due to more line mixing effects) or
other contaminating gases (CO).

e Estimating observation errors for humidity sounding cl@srirom FG or analysis departures is more
difficult, primarily due to the combination of smaller-seahnd larger errors in the FG for humidity.
A considerable proportion of the observation error for hditgisounding channels appears correlated
spatially for short separation distances, as well as betwbannels. Representativeness appears to be
an important contributor in this respect. Observationreggtimates for humidity channels are generally
considerably larger than those provided by the instrumeisen

e Our statistics suggest that assumed background errom®fargpheric temperature are inflated (by about
30-60%), whereas there is little indication for backgroemncbr inflation for stratospheric temperatures.

The use of three methods to estimate observation errors givandication about the reliability of the presented
estimates. For most temperature-sounding channels, ttiedseshow fairly good agreement, as length-scales
for FG-errors are broad and FG-errors in radiance spacekaté/ely small, making it possible to identify con-
tributions from observation errors (possibly with smai&de error correlations) from FG-departure covariances.
While the Desroziers diagnostic and the background errdhogeindicate some spatial error correlations for
some channels, most of these are small, such that the Hollogh/Lonnberg method gives similar results,
even though it neglects such observation error correlgtidror the humidity sounding channels, the three
methods show the worst agreement. Here, the results froebeoziers diagnostic and the background error
method contradict the assumption of the Hollingswortinthlderg method of spatially uncorrelated observation
errors. Also, smaller length scales in the FG-errors argklaFG-errors in radiance space make contributions
from observation errors less identifiable for any FG-deparbased method.

The current study makes extensive use of the Desrozieraahtig (Desroziers et al. 2005), including for the
estimation of inter-channel and spatial observation ecoorelations. It should be noted that the limitations
and properties of this method are still an area of activearebe(Desroziers et al. 2009). For observations with
no spatial error correlations, there is considerable emiddhat the method provides reasonable estimates, in
agreement with other methods (e.g., Chapnik 2009). For thenty of channels, the Desroziers diagnostic
and the background error method suggest that spatial @igemerror correlations are indeed small with small
length-scales, so we have good confidence in the resultschammels where the two methods suggest some
spatial error correlations (e.g., water vapour channelshortwave infrared temperature sounding channels)
we found the results to still appear reasonable at leasitgivgly. For instance, the method identifies strong
spatial observation error correlations in the case of anSAGRD channel (1875) as a result of treating CO as
fixed in the observation operator, it suggests small-saabe eorrelations for water vapour channels for unrep-
resented scales, or it attributes the chessboard pattemaiy IASI FG-departure covariances to observation
error correlations. While these findings appear reasorabésast qualitatively, more work is required to inves-
tigate how reliable the estimates are quantitatively wheseovation errors have spatial error correlations that
are more similar to those for background errors.

While our findings for observation errors and their inteaichel correlations for AIRS agree qualitatively well
with Garand et al. (2007), there are significant differerioethe observation error covariance estimates, with
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Garand et al. (2007) suggesting larger errors and comwaktior some channels. This highlights that the
estimates are specific to the use of the radiance data in a s assimilation system, and differences in
bias correction or quality control will lead to different sdrvation error covariance estimates for different
assimilation systems.

The current observation error covariance estimates willdexl to provide guidance for the specification of
observation error covariances and thinning scales usdteiECMWF assimilation system. It is not expected
that the estimates given here can be used directly, as atpecis may need to be taken into account, such
as uncorrected residual biases (of observations and teedstrmodel), the performance of quality control, or
limitations in the assumed background error covariancésn,Ahe current statistics have been derived as global
means; local effects may require further refinements of mbsien errors. Nevertheless, the present study
suggests that there is scope for an improved assimilatiearog of the instruments investigated here, even with
diagonal observation errors. For instance, our statisticgest that AMSU-A may be used more densely or
with smaller observation errors, given that spatial andrishannel observation error correlations appear small
and the current assimilation choices appear rather comtsary For AIRS and IASI, the choice of observation
error could be harmonised and artificial steps in the assurigservation error removed. However, the situation
for AIRS and IASI is otherwise more complex due to the diwgrsif observation error characteristics for
different channels. While spatial observation error datiens appear mostly small (except for the AIRS short-
wave channels), the presence of inter-channel error etises for some channels may require to take such
error correlations explicitly into account.
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